## Testing frequency distributions in a stream
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\section*{_- Abstract}

We study how to verify specific frequency distributions when we observe a stream of $N$ data items taken from a universe of $n$ distinct items. We introduce the relative Fréchet distance to compare two frequency functions in a homogeneous manner. We consider two streaming models: insertions only and sliding windows. We present a Tester for a certain class of functions, which decides if $f$ is close to $g$ or if $f$ is far from $g$ with high probability, when $f$ is given and $g$ is defined by a stream. If $f$ is uniform we show a space $\Omega(n)$ lower bound. If $f$ decreases fast enough, we then only use space $O\left(\log ^{2} n \cdot \log \log n\right)$. The analysis relies on the Spacesaving algorithm $[18,20]$ and on sampling the stream.
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## 1 Introduction

We study streams of data items and the distribution $g$ of frequencies where $g(i)$ is the number of occurrences of the $i$ th most frequent item in the stream. Here, we consider a stream of length $N$ of elements from a domain $U$ of size $n$ and we want to approximately verify whether the frequency $g$ of the stream is close to a fixed distribution $f$. We may also look at two different streams and ask whether their frequencies $g_{1}$ and $g_{2}$ are close to each other. In practice, of particular interest are settings with single-pass streams and very small memory [17]. What kind of properties can we hope to verify if we only allow poly-logarithmic space? We first prove an $\Omega(n)$ space lower bound on the space of the Tester, theorem 1, when $f$ is the uniform distribution. We therefore need some additional conditions on the frequency function $f$.

The approximation follows the Property Testing framework, where we use the relative Fréchet distance between two frequency functions $f$ and $g$ as a new measure of distance. Given a stream and a frequency function $f$ which satisfies a certain weak continuity property and is decreasing fast enough, we decide in space $O\left(\log ^{2} n \cdot \log \log n\right)$ whether the frequency $g$ defined by the stream is close to $f$ for the relative Fréchet distance.

Frequency functions. There are two different ways to study frequency functions. Either the function is from $U$ to $\mathbf{N}_{+}$and gives the frequency of each item, in which case the problem is easy; or the function $f$ is from $\{1,2, . . n\}$ to $N$ such that $f(i)$ is the frequency of the $i$-th most frequent item; we take the latter viewpoint. A frequency function $f$ is a non-negative integer-valued function over a set of elements such that $f(i)$ is the number of occurences of the $i$ th most frequent element. The problem is harder as we don't know which element of
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$U$ is the $i$-th most frequent, and, for example, the two streams $a a a b b a$ and $b b b a a b$ that are identical up to permuting the items have identical frequency functions even though $b$ has 2 occurrences in the first stream and 4 occurrences in the second stream.

Relative Fréchet distance. What is the relative Fréchet distance? The classical (discrete) Fréchet distance between two discrete distributions, viewed as sequences of points $\{(i, f(i))\}$ and $\{(i, g(i))\}$ is an absolute distance. It is the minimum distance of a coupling between the two sequences. The discrete Fréchet distance between discrete curves has been studied, in particular in computational geometry, including in the streaming context [8, 12], but with a different oracle model. We generalize this distance to a relative Fréchet distance: the distance of the coupling must preserve within $\left(1+\varepsilon_{1}\right)$ the distance on the $x$-axis and within $\left(1+\varepsilon_{2}\right)$ the distance on the $y$-axis.

Additional assumptions. The weak continuity property, called $\varepsilon$-step compatibility, assumes that the frequency function $f$ may have discontinuities, i.e. large drops, but no double discontinuities. Points which are $\varepsilon$-close on the $x$-axis are also close on the $y$-axis.

We combined two well known techniques: the Spacesaving algorithm [18, 20] which deterministically selects the most frequent items approximately and the Minhash technique which approximates the low frequencies probabilistically. Our main results are:

- A link between the relative Fréchet distance of two discrete functions which are stepcompatible, and a separating rectangle, theorem 13 ,
- A streaming Tester for a step compatible frequency function and the relative Fréchet distance, when $f$ is $\gamma$-decreasing. The Tester uses $O\left(\log ^{2} n \cdot \log \log n\right)$ space, theorem 10

In the second section, we present our main definitions. In the third section, we define the classical distributions with a compact representation, the Spacesaving algorithms whose fine analysis, lemma 21, is in the appendix A.2. In the fourth section, we introduce the relative Fréchet distance and the proof of theorem 13 is in the appendix B. In the fifth section we present the streaming Tester first for the insertion only model, then for the sliding window model.

### 1.1 Motivations and comparison with other approaches

Problems that are hard in the worst-case may be much simpler for inputs which follow specific distributions, for example power law distributions. It is therefore important to verify if some given data follow certain distributions, when the data arrive in a stream. The area of Distribution testing [5] studies this type of problems in general.

We first work in the insertion model, and then consider the sliding window model with insertions and deletions outside a window. We will study the turnstile model [19] with insertions and deletions for the bounded deletions model ${ }^{1}$ from [14] in some later work ${ }^{2}$. Notice that the sliding window model is not a bounded deletion model, as $I / D$ tends to 1 when $I$ goes to $\infty$.

In [6], the verification of properties of a stream is studied with streaming interactive proofs. In [13], the verification is done efficiently thanks to prior work done by annotating the stream in advance in preparation for the task. In our setting, we use the Property Testing
${ }^{1}$ In such a model, the number $D$ of deletions is related to the number $I$ of insertions: $D \leq(1-1 / \alpha) I$, for some constant $\alpha \geq 1$.
${ }^{2}$ Our study of this model is deferred because the bounded deletions model is studied in [20] but the algorithm therein has some issues currently in the process of being corrected.
framework without any annotations or other additional prior information. We propose this setting for the verification of the distribution of frequent items.

A standard problem in statistics is to check if some observed data, i.e. in the insertion only model, approximately fit some statistics $F$ where $F\left(e_{i}\right)$ is the frequency of the element $e_{i}$. Let $G$ be the frequency of the elements of the observed data. The standard $\chi^{2}$ test computes:

$$
\chi^{2}(F, G)=\sum_{i=1}^{n}\left(F\left(e_{i}\right)-G\left(e_{i}\right)\right)^{2} / F\left(e_{i}\right)
$$

If $\chi^{2}(F, G) \leq a$, we know that $G$ follows $F$ with confidence $1-\alpha$, for example $a=11,07$ and $1-\alpha=95 \%$. In this setting, [10] gives an algorithm which uses space $O(\log N . \sqrt{N})$ to decide if $F$ and $G$ are close or far for the $\chi^{2}$ test. In fact, the AMS-sketch [2] can be adapted and requires only $O(\log n)$ space.

In this paper, we study the case when the frequency function $g$ is given by a stream of $N$ data items and we want to test if $g$ approximately follows the frequency function $f$ over the domain $\{1,2, \ldots n\}$, in polylogarithmic space and without necessarily knowing the exact value of $n$. For example $f$ might be a Zipf distribution. If we observe sliding windows of the stream, the frequency $g$ may be stable in each window, although the most frequent items change over time.

Thus we are interested in making restrictive but reasonable assumptions that will imply that we can test in polylogarithmic space. We turn to a measure of proximity between distributions that we call relative Fréchet distance. We use the Spacesaving algorithm [18] with additional hypothesis on the function $g$, to be step-compatible and $\gamma$-decreasing, in order to obtain relative errors on the frequencies, as in [7] to approximate the rank of an item. Our main result is a Tester when $f$ follows some continuity property for the relative Fréchet distance. If $f$ satisfies a decreasing condition, the Tester uses $O\left(\log ^{2} n \cdot \log \log n\right)$ space.

## 2 Definitions and Main Result

The SpaceSaving algorithm was introduced in [18] to compute estimates of th frequencies of the $k$ most frequent elements in a stream of elements from a universe of size $n$, using a table $T$ with $K \leq n$ entries. Each table entry consists of an element and a counter (plus some auxiliary information), which is a rough estimate of the frequency of the element in the stream. The table is kept sorted by counters: $c_{1} \geq c_{2} \geq \cdots c_{K}$. The SpaceSaving algorithm is straightforward: if the next element $e$ of the stream is in $T$, then the algorithm increments the corresponding counter; otherwise, it substitutes $e$ for the element whose counter is minimum (in position $K$ ), and increments the corresponding counter. Let count $(e)$ be the value of the counter of elment $e$. See Appendix A for details.

The following additive error result was proved in the original paper. (Note that $f_{i}$ is the $i$ th largest frequency whereas $c_{i}$ is the $i$ th largest counter, so they count occurences of different elements in general).

- Lemma 1. [18] Let $K$ denote the size of the table, $N$ denote the length of the stream, and $c_{K}$ the variable defined in the Space Saving algorithm. Then for every $i \leq K$ we have $\left|f_{i}-c_{i}\right| \leq c_{K}$ and for every $i>K$ we have $f_{i} \leq c_{K}$; moreover, $c_{K} \leq N / K$.

Here, we would like to leverage the power of the SpaceSaving algorithm to test whether the entire distribution of frequencies of the stream approximates a given frequency distribution,
with small relative error. For example, this can be used to check whether a stream of graph edges defines a graph whose degree sequence is close to a predicted degree sequence.

First, we need to specify what we mean by "close". To that end, we first define a relative distance between points.

- Definition 2. Let $0<\varepsilon_{1}, \varepsilon_{2}<1$. We say that two non-negative numbers a,b are $\varepsilon$-close, and denote it by $a \simeq_{\varepsilon} b$, if $|a-b| \leq \varepsilon \cdot \min \{a, b\}$. We say that two points $p=(x, y)$ and $p^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ are $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-close, and denote it by $p \simeq_{\left(\varepsilon_{1}, \varepsilon_{2}\right)} p^{\prime}$, if $x \simeq_{\varepsilon_{1}} x^{\prime}$ and $y \simeq_{\varepsilon_{2}} y^{\prime}$.


### 2.1 Algorithm 1

With that, we can describe our streaming algorithm to test whether the frequency distribution $g$ defined by the elements of a stream is close to a specified frequency distribution $f$. Let $z_{i}=\left(1+\varepsilon_{1}^{2}\right)^{i}$ for $i \geq 1$. We first define a partition of $\{1,2, \ldots, n\}$ for the frequency function $f$ into Boxes $\left[\ell_{j}, r_{j}\right]$ in Lemma 8 and only consider the $z_{i}$ which are not close to the Boxes endpoints. The streaming Algorithm 1 consists of the following three steps in parallel for all $\left\lceil\log _{1+\varepsilon_{1}} n\right\rceil$ distinct values of $i$ :

1. We sample each element of the stream $s$ to define a substreams $s_{i}$. The sample probability is chosen so that (assuming that the frequency distribution $g$ of the elements of stream $s$ equals $f$ ), in expectation substream $s_{i}$ contains $\Theta\left(1 / \varepsilon_{1}^{2}\right)$ elements whose number of occurences is greater than $f\left(z_{i}\right)$.
2. We consider two cases, the case when $\varepsilon_{2} f\left(z_{i}\right) \leq f(n)$ and we run the SpaceSaving algorithm with a table size $K_{i}=O\left(h\left(\gamma, \varepsilon_{1}, \varepsilon_{2}\right) \cdot \log n \cdot \log \log n\right)$, and the case when $\varepsilon_{2} f\left(z_{i}\right)>f(n)$ and we do an exact counting. The two cases are determined by a value $t_{0}=n / \gamma^{\log \left(1 / \varepsilon_{2}\right)}$. In the first case, $z_{i} \leq t_{0}$ and in the second case $z_{i}>t_{0}$.
Let $r$ be the expected number of elements of $s_{i}$ whose number of occurences is greater than $f\left(z_{i}\right)$, and let $c_{r}$ be the corresponding value of the counter in the table.
3. We apply a simple Coherence test to check whether point $\left(z_{i}, c_{r}\right)$ is close to $(t, f(t))$ for some $t$.

Finally, the algorithm accepts with probability $1-\delta$ if and only if the Coherence test succeeds for every substream $s_{i}$.

The frequency function $g$ of the stream $s$ and the reference frequency $f$ are both from $\{1,2, . . n\}$ to $N$.
$\triangleright$ Notation 1. Let $K_{i}$ denote the size of the table used by Algorithm 1 for the substream $s_{i}$. We set

$$
K_{i}=\frac{4 . z_{i}}{\varepsilon_{2} \cdot a_{i}} \cdot \frac{2(\gamma-1)}{2-\gamma} \cdot \frac{\log n}{\delta} \cdot\left(1+\varepsilon_{1}\right)=O(\log n \cdot \log \log n)
$$

where $z_{i}=\left(1+\varepsilon_{1}^{2}\right)^{i}, a_{i}=\varepsilon_{1}^{2} z_{i} / \log \log n, \gamma$ is such that $f$ and $g$ are $\gamma$-decreasing (see Definition 9), $\varepsilon_{1}, \varepsilon_{2}$ are the Fréchet parameters (see Definition 4), and $\delta$ is the desired error probability of the Tester (see Definition 5). Let $U$ be the set of elements $e$ and occ $(e)$ is the number of occurences of $e$. For each stream $s_{i}$, the counter $c_{r}$ of the Spacesaving algorithm is compared with $f\left(z_{i}\right)$ where $r=\left\lceil z_{i} / a_{i}\right\rceil$.

Algorithm 1 gives the complete description.

## Tester Algorithm $1 \mathbf{A}\left(\varepsilon_{1}, \varepsilon_{2}, \delta\right.$; step-compatible function $\left.f\right)$

Data: a stream $s$ from a universe $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$.
Compute the decomposition of $[1, n]$ into Boxes according to Lemma 8 for $f$.
for each $i=1,2, \ldots,\left\lceil\log _{1+\varepsilon_{1}} n\right\rceil$ : do
$z_{i} \leftarrow\left(1+\varepsilon_{1}^{2}\right)^{i} ; \quad K_{i} \leftarrow O(\log n \cdot \log \log n) ;$
If $z_{i}$ is not $\varepsilon_{1}^{2}$-close to a Box endpoint then:

1. Defining substreams ;
$a_{i} \leftarrow \Theta\left(\varepsilon_{1}^{2} . z_{i} / \log \log n\right) ; \quad h_{i} \leftarrow$ uniform hash function over $\left[1, a_{i}\right]$;
Let $s_{i}$ denote the substream consisting of those elements $e$ s.t. $h_{i}(e)=1$;
2. Dealing with substreams $s_{i}$ in parallel ;
if $f(n)<\varepsilon_{2} . f\left(z_{i}\right)$ then
on substream $s_{i}$, run SpaceSaving with a table $T_{i}$ of size $K_{i}$
else
on substream $s_{i}$, run exact counting algorithm with a table $T_{i}$ of size equal to the number of distinct elements in $s_{i}$.
end
3. Coherence Test ;
$r \leftarrow\left\lceil z_{i} / a_{i}\right\rceil ; \quad c_{r} \leftarrow$ the counter at position $r$ of table $T_{i} ;$
if $c_{r} \not \chi_{3 . \varepsilon_{2}} f\left(z_{i}\right)$ then
break and output NO
end
end
output YES

## Algorithm 1: The Streaming Tester

### 2.2 Analysis of Algorithm 1

What does this algorithm accomplish? Before we answer that question, we first need to define what it means for two functions to be relatively close. We thus introduce the notion of relative Fréchet distance between two functions. The (absolute) Fréchet distance is based on the notion of coupling, defined in [9] and which we now recall. Here we also define the relative length of a coupling.

- Definition 3. Let $f$ and $g$ be two functions with domain $\{1, \cdots, n\}$. For $1 \leq t \leq n$, consider the points $u_{t}=(t, f(t))$ and $v_{t}=(t, g(t))$. A coupling between $f$ and $g$ is a sequence $\left(u_{a_{1}}, v_{b_{1}}\right),\left(u_{a_{2}}, v_{b_{2}}\right), \cdots,\left(u_{a_{m}}, v_{b_{m}}\right)$ such that $a_{1}=1, b_{1}=1, a_{m}=n, b_{m}=n$, and for all $i$ we have $a_{i+1} \in\left\{a_{i}, a_{i}+1\right\}$ and $b_{i+1} \in\left\{b_{i}, b_{i}+1\right\}$. The relative length of the coupling is the minimum $\varepsilon_{1}, \varepsilon_{2}$ such that for all $i$ we have $u_{a_{i}} \simeq{\left(\varepsilon_{1}, \varepsilon_{2}\right)} v_{b_{i}}$.

We now define the relative Fréchet distance.

- Definition 4. (Relative Fréchet distance) Let $f$ and $g$ be two functions with domain $\{1, \cdots, n\}$. We say that $f$ and $g$ are $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-close, denoted $f \sim_{\left(\varepsilon_{1}, \varepsilon_{2}\right)} g$, if there exists a coupling of relative length at most $\varepsilon_{1}, \varepsilon_{2}$.

Note that unlike the absolute Fréchet distance, the relative Fréchet distance is invariant by scaling.

The relation $f \sim_{\left(\varepsilon_{1}, \varepsilon_{2}\right)} g$ is reflexive and symmetric. The relative Fréchet distance differs from the absolute Fréchet distance. For example, consider two families of step functions,

## Testing frequency distributions in a stream

depending on an integer parameter $a$ :

$$
f(i)=\left\{\begin{array}{ll}
2 a & \text { if } i \leq 10 a  \tag{1}\\
a & \text { if } i>10 a
\end{array} \quad g(i)= \begin{cases}2 a & \text { if } i \leq 11 a \\
a & \text { if } i>11 a\end{cases}\right.
$$

The absolute Frechet distance between $f$ and $g$ is $a$ which is arbitrary large, whereas the relative Frechet distance is $\varepsilon=10 \%$, independent of $a$.

The notion of a Property Tester goes back to [4] and the streaming version to [11]. We use the tolerant version of a Tester.

Definition 5. Let $\varepsilon_{1}, \varepsilon_{2}, \delta \in(0,1)$. A streaming $\delta$-Tester is a streaming algorithm $A$ which, given a function $f$ over $\{1,2, \cdots, n\}$, takes as input a stream of elements from a universe of size $n$ defining a frequency function $g$ such that $g(j)$ is the number of occurrences of the $j$ th most frequent element in the stream and:

- if $f=g$ then $A$ accepts with probability at least $1-\delta$; and
- if $g$ is $\left(10 \varepsilon_{1}, 10 \varepsilon_{2}\right)$-far from $f$ for the relative Fréchet distance then $A$ rejects with probability at least $1-4 \delta$.
A more general Tolerant $\delta$-Tester replaces the first condition with the tolerant version: if $g$ is $\left(\varepsilon_{1} / 10, \varepsilon_{2} / 10\right)$-close to $f$ for the relative Fréchet distance then $A$ accepts with probability at least $1-\delta$. We want Algorithm 1 to be a streaming $\delta$-Tester. For that, we need two assumptions on the frequency distributions being tested: they must be step-compatible and $\gamma$-decreasing, two notions that we now define.
- Definition 6. (Rectangle and Step compatibility).

Let $0<\varepsilon_{1}, \varepsilon_{2}<1$. An $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-rectangle is a set $R \subseteq[1, n] \times[0, \infty]$ with bottom left corner $(x, y)$ and top right corner $\left(x\left(1+\varepsilon_{1}\right), y\left(1+\varepsilon_{2}\right)\right)$. A function $f$ with domain $\{1, \cdots, n\}$ is $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-step-compatible if for every $t, 1 \leq t \leq n$, there exists an $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-rectangle $R$ containing $(t, f(t))$ and all the points of $f$ within the horizontal span of $R$.

Zipf distributions assume $f_{i}=\frac{c}{i^{\alpha}}$ for $\alpha>0$, and power laws assume $\alpha>1$. We ignore rounding problems as each $f_{i}$ is an integer value. Power laws and Zipf distributions are $\left(\varepsilon, \varepsilon^{\prime}\right)$-step-compatible whereas the geometric distribution is not step-compatible, as it has large consecutive discontinuities.

- Lemma 7. If $f$ is the frequency function of a Zipf distribution of parameter $\alpha$, then $f$ is $(\varepsilon / \alpha, \varepsilon)$-step-compatible.

Proof. Let us find $j>i$ such that $f(j) \simeq f(i) / 1+\varepsilon$. We have:

$$
f(j)=\frac{c}{j^{\alpha}} \simeq \frac{c}{i^{\alpha} \cdot(1+\varepsilon)}
$$

Then $j \simeq i .(1+\varepsilon)^{1 / \alpha} \simeq i .(1+\varepsilon / \alpha)$.

- Lemma 8. (Step-compatible property).

Let $f$ be an $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-step-compatible frequency function. Then there exists a partition of $\{1,2, \ldots, n\}$ into Boxes $\left[\ell_{j}, r_{j}\right]$ such that for all $j$ :

- $\ell_{j+1}>\left(1+\varepsilon_{1}\right) \ell_{j} ;$ and
- $f\left(\ell_{j}\right) \leq\left(1+4 \varepsilon_{2}\right) f\left(r_{j}\right)$.

Proof. The intervals are defined in a 2-step process. The first step is greedy: let $\left(x_{i}\right)_{i \geq 1}$ denote the sequence of distinct values of $\left\lceil\left(1+\varepsilon_{1} / 3\right)^{j}\right\rceil$ and $y_{i}=x_{i+1}-1$ (or $y_{i}=n$ if $i$ is the last term of the sequence). Using the fact that $f$ is ( $\varepsilon_{1}, \varepsilon_{2}$ )-step-compatible, let $R_{i}$ denote
the $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ rectangle containing $\left(x_{i}, f\left(x_{i}\right)\right)$ and note that $R_{i}$ must contain $\left(x_{i+1}, f\left(x_{i+1}\right)\right)$ or $\left(x_{i-1}, f\left(x_{i-1}\right)\right)$ (otherwise its relative horizontal span would be less than $\left.\left(1+\varepsilon_{1}\right)^{2}<1+\varepsilon_{1}\right)$, so it intersects $R_{i-1}$ or $R_{i+1}$. Extract a maximal subsequence $R_{i_{1}}, R_{i_{2}}, R_{i_{3}}, \cdots$ of $R_{i}$ 's containing $R_{1}$ and among which no two intersect. The sequence $\ell_{j}$ then consists of the left endpoints of the rectangles in that subsequence. Finally, we set $r_{j}=\ell_{j+1}-1$ (except that we set $r_{j}=n$ for the last interval).

Each interval $\left[\ell_{j}, r_{j}\right]$ contains at least the horizontal span of a rectangle $R_{i_{j}}$ of the subsequence, so the first property holds: $\ell_{j+1}>\left(1+\varepsilon_{1}\right) \ell_{j}$. Consider the rightmost rectangle $R_{k}$ that intersects $R_{i_{j}}$, and the leftmost rectangle $R_{k^{\prime}}$ that intersects $R_{i_{j}}$. All the points ( $t, f(t)$ ) with $\ell_{j} \leq t \leq r_{j}$ are in the horizontal span of $R_{k^{\prime}} \cup R_{i_{j}} \cup R_{k}$. The vertical span is therefore at most that of $3\left(\varepsilon_{1}, \varepsilon_{2}\right)$ rectangles, i.e. $f\left(\ell_{j}\right) \leq\left(1+\varepsilon_{2}\right)^{3} f\left(r_{j}\right)<\left(1+4 \varepsilon_{2}\right) f\left(r_{j}\right)$.

- Definition 9. ( $\gamma$-decreasing) Let $\gamma>1$. A non-increasing function $f$ with domain $\{1, \cdots, n\}$ is $\gamma$-decreasing if for all $t$ such that $1 \leq \gamma . t \leq n$ :

$$
f(\lceil\gamma . t\rceil) \leq f(t) / 2
$$

Notice that Zipf distributions are $\gamma$-decreasing. We detail some key properties of stepcompatible functions in section 3.1 and of $\gamma$-decreasing functions in section 3.2. We then obtain the main result for the Insertion model:

- Theorem 10. Let $\varepsilon_{1}, \varepsilon_{2}, \delta$, a frequency function $f$ and a stream $s$ with insertions only be given. If the distributions $f$ and $g$ are $\left(3 \varepsilon_{1}, \varepsilon_{2}\right)$-step-compatible and $\gamma$-decreasing then Algorithm $A\left(s, \varepsilon_{1}, \varepsilon_{2}, f\right)$ is a streaming $4 \delta$-Tester that uses space $O\left(\log ^{2} n \cdot \log \log n\right)$.


## 3 Properties of the Step-compatible and $\gamma$-decreasing functions

The relation $\simeq_{\varepsilon}$ is reflexive and symmetric and satisfies a variant of the triangle inequality: $a \simeq_{\varepsilon} b$ and $b \simeq_{\varepsilon^{\prime}} c$ imply that $a \simeq_{\left(\varepsilon+\varepsilon^{\prime}+\varepsilon \varepsilon^{\prime}\right)} c$. Indeed, the largest gap between $a, c$ is when the $a<b<c$ and the error is:

$$
(b-a)+(c-b) \leq \varepsilon . a+\varepsilon . b \leq \varepsilon . a+\varepsilon^{\prime}(a+\varepsilon . a) \leq\left(\varepsilon+\varepsilon^{\prime}+\varepsilon \varepsilon^{\prime}\right) a=\left((1+\varepsilon)\left(1+\varepsilon^{\prime}\right)-1\right) a .
$$

- Lemma 11. Let $p_{j}=\left(x_{j}, y_{j}\right)$ be a sequence of $j_{0}$ points such that $p_{j} \simeq{ }_{\left(\varepsilon_{j}, \eta_{j}\right)} p_{j+1}$ for $j=1,2, \ldots j_{0}-1$. Then

$$
\left.p_{1} \simeq \prod_{1 \leq j \leq j_{0}}\left(1+\varepsilon_{j}\right)-1, \prod_{1 \leq j \leq j_{0}}\left(1+\eta_{j}\right)-1\right) p_{j_{0}}
$$

If $\sum_{j} \varepsilon_{j}<1$ and $\sum_{j} \eta_{j}<1$ then

$$
p_{1} \simeq_{\left(2 \sum_{1 \leq j \leq j_{0}} \varepsilon_{j}, 2 \sum_{1 \leq j \leq j_{0}} \eta_{j}\right)} p_{j_{0}}
$$

Proof. Induction on $j_{0}$ and standard approximation.

### 3.1 Properties of step-compatible functions, and Separating rectangles

We will show that functions that are far according to the relative Frechet distance are separated by a certain type of rectangle defined as follows.

- Definition 12. We say that such a rectangle separates two functions $f$ and $g$ with domain $\{1, \ldots, n\}$ if

$$
\max _{j \in\left(x, x\left(1+\varepsilon_{1}\right)\right)} g(j) \leq y \quad \text { and } \quad y\left(1+\varepsilon_{2}\right) \leq \min _{j \in\left(x, x\left(1+\varepsilon_{1}\right)\right)} f(j)
$$

or conversely (exchanging $f$ and $g$ ).
In other words, $f$ is below the rectangle $R$ and $g$ is above $R$. No points $(t, f(t))$ of $f$ or $(t, g(t))$ of $g$ is in $R$.

Notice that the point $(t, f(t))$ is the left of the rectangle for $t=1$ and at the right of the rectangle for $t=n$. We now present a central result used by the analysis of the streaming Tester of the subsequent section.

- Theorem 13 (Separation theorem). If $f$ and $g$ are $\left(3 \varepsilon_{1}, \varepsilon_{2}\right)$-step-compatible and $f \chi_{\left(3 \varepsilon_{1}, 3 \varepsilon_{2}\right)}$ $g$ then there exists an $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-rectangle which separates $f$ and $g$.

The proof is in the appendix B.

### 3.2 Properties of $\gamma$-decreasing functions

Let $F^{r e s(k)}=\sum_{k+1 \leq i \leq n} f_{i}$ be the tail of the frequency distribution.

- Lemma 14. If $f$ is $\gamma$-decreasing then

$$
\frac{\varepsilon}{k} \cdot F^{r e s(k)} \leq \varepsilon \cdot f_{k} \cdot \frac{2(\gamma-1)}{2-\gamma}
$$

Proof. If $f$ is $\gamma$-decreasing then for $j \geq 0$ :

$$
\sum_{i>\gamma^{j} \cdot k}^{i=\gamma^{j+1} \cdot k} f_{i} \leq \frac{f_{k} \cdot\left(\gamma^{j+1} \cdot k-\gamma^{j} \cdot k\right)}{2^{j}}
$$

Hence:

$$
\begin{gathered}
F^{r e s(k)}=\sum_{k+1 \leq i \leq n} f_{i} \leq k \cdot f_{k} \cdot(\gamma-1) \cdot \sum_{j \geq 0} \frac{\gamma^{j}}{2^{j}}=k \cdot f_{k} \cdot(\gamma-1) \cdot \frac{1}{1-\gamma / 2}=k \cdot f_{k} \cdot \frac{2(\gamma-1)}{2-\gamma} \\
\frac{\varepsilon}{k} \cdot F^{r e s(k)} \leq \varepsilon \cdot f_{k} \cdot \frac{2(\gamma-1)}{2-\gamma}
\end{gathered}
$$

We use this bound in section 4.1 to obtain a relative error on the estimation of the Top frequencies.

## 4 Frequency distributions, the Spacesaving algorithms and a simple lower bound

Given a stream of $N$ elements drawn from a universe $U$ of size $n$, let $f_{j}$ denote the frequency (number of occurences) of the $j$ th most frequent element, so that $f_{1} \geq f_{2} \geq \cdots \geq f_{n} \geq 0$ and $\sum_{i=1}^{n} f_{j}=N$. For example, in the case of a graph given as a stream of $m$ edges, i.e. a stream of pairs of vertices, we can define the elements of the stream as the vertices, so the length of the stream is $N=2 m$, and $\left(f_{j}\right)$ is the degree sequence of the graph.

We are particularly interested in frequencies which have a compact representation. For example, uniform frequencies where $f_{i}=N / n$, Zipf frequencies (also called heavy-tailed, or

| Frequency of the Top k elements for $K=O(k / \varepsilon)$ | Error bound |
| :--- | :--- |
| SpaceSaving[18] | $\left\|f_{i}-c_{i}\right\| \leq 2 \varepsilon \cdot N$ |
| SpaceSaving with strong error Bounds[3] | $\left\|f_{i}-c_{i}\right\| \leq \frac{\varepsilon}{k} \cdot F^{r e s(k)}$ |
| SpaceSaving for $\gamma$ - decreasing frequency functions | $\left\|f_{i}-c_{i}\right\| \leq \varepsilon \cdot f_{k} \cdot \frac{2(\gamma-1)}{2-\gamma} \leq \varepsilon \cdot f_{i} \cdot \frac{2(\gamma-1)}{2-\gamma}$ |

Table 1 Error bounds for the top $k$ elements, $i \leq k, K=O(k / \varepsilon)$
scale-free, or power-law) with parameter $\alpha$, where $f_{i}=c N / i^{\alpha}$ with $c=1 / \sum_{1 \leq j \leq n}\left(1 / j^{\alpha}\right)$, and geometric frequencies where $f_{i}=c N / 2^{i}$ with $c=1 / \sum_{1 \leq j \leq n} 1 / 2^{j}$.

For Zipf frequencies with parameter $\alpha$ the maximum frequency is $f_{1}=\Theta(N)$ if $\alpha>1$ and $f_{1}=\Theta(N / \log n)$ if $\alpha=1$.

### 4.1 The Spacesaving algorithms

The classical Spacesaving [18] gives a solution to the Top $k$ most frequent elements for the insertion only model and an additive error. In [3] a better bound is given, which is a lower bound in the worst-case. We need however to obtain the Top $k$ elements with a relative error and show that it is possible for $\gamma$-decreasing frequency functions $f$, in section A. 1 of the appendix A. We can summarize the various previous additive bounds in table 1. If we take the strong bound from [3] and combine it with Lemma 14 of the previous section, we obtain the relative error bound, where for the top- $k$ frequencies $f_{i}$ where $i \leq k$ :

$$
\left|f_{i}-c_{i}\right| \leq \varepsilon \cdot f_{k} \cdot \frac{2(\gamma-1)}{2-\gamma} \leq \varepsilon \cdot f_{i} \cdot \frac{2(\gamma-1)}{2-\gamma}
$$

The Spacesaving $\pm[20]$ generalizes for the insertion and $\alpha$-bounded deletion model. We will analyse it in some other work. We consider another model, the sliding window model, an insertion and window deletion model which is not a bounded deletion model in section A. 5 of the appendix A. In both cases, we have a solution to the Top- $k$ problem, the building block used by the Tester.

### 4.2 A lower bound when $f$ is uniform

A classical observation is that in the worst-case, the approximation of $F_{\infty}=\operatorname{Max}_{j} f_{j}$ requires space $\Omega(n)$, using a standard reduction from Communication Complexity. [15] reduces the Unique-Disjointness problem for $x, y \in\{0,1\}^{n}$ to the approximation of $F_{\infty}$ on a stream $s$ . Another standard problem which requires space $\Omega(n)$ for the One-way Communication complexity is the $\operatorname{Index}(x, y)$ problem, see [16], where $x \in\{0,1\}^{n}, y \in\{1,2, \ldots n\}$ and the goal is to compute $x_{y} \in\{0,1\}$. We write $\operatorname{Index}(x, y)=x_{y}$, as Alice holds $x$ of length $n$, Bob holds $y$ of length $\log n$ and only Alice can send information to Bob. Notice that we can assume that $\left|\left\{i: x_{i}=1\right\}\right|=O(n)$ for example $n / 2$, otherwise Alice would directly send these positions to Bob.

We show in the next result a simple reduction from the Index problem to the the streaming Test problem which given $f$ and a stream $s$ over the items $a_{1}, \ldots a_{n}$, which defines a frequency $g$, decides: either $f \sim_{\varepsilon / 10} g$ or $f \not \chi_{10 \varepsilon} g$ with h.p.
$\triangleright$ Theorem 1. The streaming Test problem requires space $\Omega(n)$.

Proof. Consider the following reduction from Index to Test. Given $x \in\{0,1\}^{n}$ and $y \in$ $\{1,2, \ldots n\}$ the inputs to Index, let $f$ be the uniform distribution on the $a_{i}$ such that $x_{i}=1$. The stream $s$ is determined by the elements of $x$ of weight 1 , followed by the element $a_{y}$ associated with $y$, i.e. $a_{i_{1}}, \ldots a_{i_{k}}$ where $x_{i_{j}}=1$ and $k=O(n)$, followed by $a_{y}$.

If $\operatorname{Index}(x, y)=1$ then the relative frequency $g$ has an element of frequency $2 / k$. The point $(1,1 / k)$ of $f$ is far from the closest point $(1,2 / k)$ of $g$. Hence $f \not \chi_{10 \varepsilon} g$.

If $\operatorname{Index}(x, y)=0$ then $g$ is uniform over $k+1$ elements. The points $(i, 1 / k)$ of $f$ for $i=1,2 \ldots k$ are at relative distance $\frac{1 / k-1 /(k+1)}{1 / k}=1 /(k+1)$ from the closest point $(i, 1 / k+1)$ of $g$ for $i=1,2 \ldots k$. The point $(k+1,1 /(k+1))$ of $g$ is at relative distance $(1 / k, 1 /(k+1))$ from the point $(k, 1 / k)$ of $f$. Hence $f \sim_{\varepsilon / 10} g$ for $n$ large enough.

We reduced a Yes-instance to Index to a No-instance of Test, and a No-instance of Index to a Yes-instance of Test.

As Index requires space $\Omega(n)$, so does the streaming Test problem.

## 5 Analysis of Algorithm 1, a Streaming Tester

A stream $s$ of $N$ elements of a universe $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ of size $n$ determines an integer frequency function $g$ whose domain is $\{1, \ldots n\}$, such that $g(i)$ is the number of occurences of the $i$ th most frequent element in the stream. Suppose we are given a frequency function $f$ whose domain is $\{1,2, \cdots, n\}$ in a compact form, such that Heavy-tail, power-law or Zipf. We want to verify that the frequencies of elements in a stream approximately follows this law. We propose the following streaming Tester for this problem.

### 5.1 Analysis of the space used by Algorithm 1

If $f$ is $\gamma$-decreasing, we can write: $f(\gamma \cdot t)<f(t) / 2$. Hence for $\alpha=\log \left(1 / \varepsilon_{2}\right)$ we have

$$
f\left(\gamma^{\alpha} . t\right)<f(t) / 2^{\alpha}=\varepsilon_{2} . f(t)
$$

For $n=\gamma^{\alpha} . t_{0}$, we find the threshold $t_{0}=n / \gamma^{\log \left(1 / \varepsilon_{2}\right)}$. For $z_{i} \leq t_{0}$, we run the Spacesaving with a table of size $K_{i}=\frac{4 \cdot z_{i}}{\varepsilon_{2} \cdot a_{i}} \cdot \frac{2(\gamma-1)}{2-\gamma} \cdot \frac{\log n}{\delta}$ and for $z_{i}>t_{0}$ we do an exact counting.

- Lemma 15. Algorithm 1 uses $O\left((\log n)^{2} \cdot \log \log n\right)$ space.

Proof. For $z_{i} \leq t_{0}$, we run the Spacesaving with a table of size $K_{i}$ where $a_{i}=\Theta\left(\varepsilon_{1}^{2} . z_{i} / \log \log n\right)$. Hence:

$$
K_{i}=\frac{4 \cdot z_{i}}{\varepsilon_{2} \cdot a_{i}} \cdot \frac{2(\gamma-1)}{2-\gamma} \cdot \frac{\log n}{\delta} \leq \frac{4 \cdot \log \log n}{\varepsilon_{2} \cdot \varepsilon_{1}^{2}} \cdot \frac{2(\gamma-1)}{2-\gamma} \cdot \frac{\log n}{\delta}=O(\log n \cdot \log \log n)
$$

When $z_{i}>t_{0}=n / \gamma^{\log \left(1 / \varepsilon_{2}\right)}$, we do an exact counting. In this case, $K_{i}=n / a_{i}$. Therefore

$$
K_{i}=n / a_{i}=n / \varepsilon_{1}^{2} . z_{i} \leq n / \varepsilon_{1}^{2} \cdot t_{0}<\gamma^{\log \left(1 / \varepsilon_{2}\right)} / \varepsilon_{1}^{2}
$$

In this case, $K_{i}$ only depends on the parameters $\varepsilon_{1}, \varepsilon_{2}$ and $\gamma$ and is independent of $n$.
Since we run the algorithm in parallel for $\log _{1+\epsilon_{1}} n$ values of $z_{i}$, for fixed values of $\varepsilon_{1}, \varepsilon_{2}$ and $\gamma$ the total space used is $O\left((\log n)^{2} \cdot \log \log n\right)$.

### 5.2 Analysis of the error probability of Algorithm 1

$\triangleright$ Notation 2. Let $\tilde{e}_{i}$ be the element whose counter value is $c_{r}$, i.e. count $\left(\tilde{e}_{i}\right)=c_{r}$ and $e_{i}^{\prime}$ the element whose rank is $r$ in the stream $s_{i}$, for the frequency function $g_{i}$, i.e. occ $\left(e_{i}^{\prime}\right)=g_{i}(r)$ or
$\operatorname{rank}_{s_{i}}\left(e_{i}^{\prime}\right)=r$. The functions occ, count, rank are from $U$ to $N$. We assume that tie-breaking rules are consistent over $s$ and the substreams $s_{i}: U=\left\{e^{1}, e^{2}, \cdots, e^{n}\right\}$ and if two elements $e^{j}$ and $e^{k}$, with $j<k$, have the same number of occurrences, then $\operatorname{rank}_{s}\left(e^{j}\right)<\operatorname{rank}_{s}\left(e^{k}\right)$ and $\operatorname{rank}_{s_{i}}\left(e^{j}\right)<\operatorname{rank}_{s_{i}}\left(e^{k}\right)$ for all substreams.

We recall the following classic Hoeffding probabilistic bound.

- Lemma 16. Let $X=\sum_{j=1}^{p} X_{i}$ where $X_{j}=1$ with probability $q_{j}$ and $X_{j}=0$ with probability $1-q_{j}$, and the $X_{j}$ 's are independent. Let $\mu=\mathbb{E}(X)$. Then for all $0<\beta<1$ we have

$$
\operatorname{Pr}(|X-\mu|>\beta \mu) \leq 2 e^{-\mu \beta^{2} / 3}
$$

We now prove the probabilistic Lemma 17, which analyzes the sampling that is used to create the substram $s_{i}$ and relates $e_{i}^{\prime}$ to $z_{i}$. This depends on the sampling process alone and not on the Spacesaving algorithm and analysis. The main Lemma 18 guarantees an error bound on Spacesaving on each $s_{i}$ with high probability.

- Lemma 17. Recall that each element is kept in substream $s_{i}$ with probability $1 / a_{i}$ and that $e_{i}^{\prime}$ denotes the element with rank $z_{i} / a_{i}$ in substream $s_{i}$ (when sorted in non-increasing order of number of occurences): $\operatorname{rank}_{s_{i}}\left(e_{i}^{\prime}\right)=z_{i} / a_{i}$. Then, the rank of $e_{i}^{\prime}$ in stream s (when sorted in non-increasing order of number of occurences) satisfies

$$
\operatorname{Pr}\left(z_{i}\left(1-\varepsilon_{1}^{2}\right) \leq \operatorname{rank}_{s}\left(e_{i}^{\prime}\right) \leq z_{i}\left(1+\varepsilon_{1}^{2}\right)\right) \geq 1-4 \delta / \log n .
$$

Moreover, if $f=g$ then $f\left(z_{i}\right) \sim_{\varepsilon_{2}} \operatorname{occ}\left(e_{i}^{\prime}\right)$.
Proof. By definition of $e_{i}^{\prime}$, the rank of occ $\left(e_{i}^{\prime}\right)$ in the substream $s_{i}$ equals $r=z_{i} / a_{i}$. We will prove the following: With probability at least $1-4 \delta / \log n$, the following properties hold:

1. The number of elements that appear in $s_{i}$ and have rank less than $z_{i}\left(1-\varepsilon_{1}^{2}\right)$ in $s$ is less than $z_{i} / a_{i}$
2. The number of elements that appear in $s_{i}$ and have rank less than $z_{i}\left(1+\varepsilon_{1}^{2}\right)$ in $s$ is more than $z_{i} / a_{i}$
This will imply the Lemma.
For the first item, we apply Lemma 16 with $X$ denoting the number of elements that appear in $s_{i}$ and have rank less than $p=z_{i}\left(1-\varepsilon_{1}^{2}\right)$ in $s$, so that $X_{j}=1$ if and only if the element of rank $j \leq z_{i}\left(1-\varepsilon_{1}^{2}\right)$ in $s$ appears in $s_{i}$. We have $\mu=z_{i}\left(1-\varepsilon_{1}^{2}\right) / a_{i}$. We set $\beta=\varepsilon_{1}^{2} /\left(1-\varepsilon_{1}^{2}\right)$. We obtain that the probability that the statement does not hold is at most $2 \exp \left(-\frac{z_{i} \varepsilon_{1}^{2}}{3 a_{i}\left(1-\varepsilon_{1}^{2}\right)}\right) \leq 2 \exp \left(-\frac{z_{i} \varepsilon_{1}^{2}}{3 a_{i}\left(1+\varepsilon_{1}^{2}\right)}\right)$.

For the second item, we apply Lemma 16 with $X$ denoting the number of elements that appear in $s_{i}$ and have rank less than $p=z_{i}\left(1+\varepsilon_{1}^{2}\right)$ in $s$, so that $X_{j}=1$ if and only if the element of rank $j \leq z_{i}\left(1+\varepsilon_{1}^{2}\right)$ in $s$ appears in $s_{i}$. We have $\mu=z_{i}\left(1+\varepsilon_{1}^{2}\right) / a_{i}$. We set $\beta=\frac{\varepsilon_{1}^{2}}{\left(1+\varepsilon_{1}^{2}\right)}$. We obtain that the probability that the statement does not hold is at most $2 \exp \left(-\frac{z_{i} \varepsilon_{1}^{2}}{3 a_{i}\left(1+\varepsilon_{1}^{2}\right)}\right)$.

By the union bound, the probability that the two statements do not both hold is bounded by $4 \exp \left(-\frac{z_{i} \varepsilon_{1}^{2}}{3 a_{i}\left(1+\varepsilon_{1}^{2}\right)}\right)$. Let $a_{i}=\varepsilon_{1}^{2} z_{i} /(6 \ln ((\ln n) / \delta))$. Then this probability is at most $4 \delta / \ln n$.

Since $f=g$ and $z_{i}$ is not close to one of the endpoints of the boxes of $f$, we also have $f\left(z_{i}\right) \sim_{\varepsilon_{2}} \operatorname{occ}\left(e_{i}^{\prime}\right)$.

Now we turn to the analysis of the SpaceSaving algorithm.

- Lemma 18. Assume that $g$ is step-compatible and $\gamma$-decreasing. Consider Algorithm 1 and recall that $K_{i}=4\left(z_{i} / a_{i}\right) \cdot \frac{2(\gamma-1)}{2-\gamma} \cdot\left(1-\varepsilon_{1}^{2}\right) \cdot\left(1+\varepsilon_{2}\right) \cdot \frac{\log n}{\varepsilon_{2} \delta}$. We have:

$$
\operatorname{Pr}\left[c_{K_{i}} \leq \varepsilon_{2} . g\left(z_{i}\right)\right] \geq 1-5 \delta / \log n
$$

Proof. Let $g_{i}$ be the frequency function of substream $i$. For table $T_{i}$ of size $K_{i}$ used by the algorithm. Let $n_{i}$ denote the number of distinct elements in stream $s_{i}$. Then the domain of $g_{i}$ is $\left[1, n_{i}\right]$, and $n_{i}$ is a random variable with expectation equal to $n / a_{i}$. Let $N_{i}$ denote the length of substream $s_{i}$ : we have $N_{i}=\sum_{x=1}^{x=n_{i}} g_{i}(x)$. Let $G_{i}(u)=\sum_{j=1}^{u} g_{i}(j)$ denote the cumulative frequency, and $G_{i}^{r e s(u)}=\sum_{j=u+1}^{n_{i}} g_{i}(j)$. Let $\widehat{z_{i}}=z_{i} / a_{i}$. We apply Lemma 21 to table $T_{i}$, using $u=\widehat{z_{i}}$ and noting that $K_{i}-2 \widehat{z_{i}}>K_{i} / 2$ :

$$
\begin{equation*}
c_{K_{i}} \leq \min _{u<K_{i} / 2} \frac{G_{i}^{r e s(u)}}{K-2 u} \leq \frac{\sum_{\widehat{z_{i}}+1}^{n_{i}} g_{i}(x)}{K_{i}-2 \widehat{z_{i}}} \leq \frac{2}{K_{i}} \sum_{\widehat{z_{i}+1}}^{n_{i}} g_{i}(x) \tag{2}
\end{equation*}
$$

As in Lemma 17, let $e_{i}^{\prime}$ denote the element of substream such that $\operatorname{rank}_{s_{i}}\left(e_{i}^{\prime}\right)=z_{i} / a_{i}$. We have:

$$
\sum_{\widehat{z_{i}}+1}^{n_{i}} g_{i}(x)=\sum_{y=\operatorname{rank}_{s}\left(e_{i}^{\prime}\right)+1}^{n} g(y) \mathbf{1}\left(\text { the element of } s \text { with rank } y \text { is in } s_{i}\right)
$$

Let $A$ denote the following event:

$$
\operatorname{rank}_{s}\left(e_{i}^{\prime}\right) \geq z_{i}\left(1-\varepsilon_{1}^{2}\right)
$$

Assume that $A$ holds. Then

$$
\sum_{\widehat{z_{i}}+1}^{n_{i}} g_{i}(x) \leq \sum_{y=z_{i}\left(1-\varepsilon_{1}^{2}\right)+1}^{n} g(y) \mathbf{1}\left(\text { the element of } s \text { with rank } y \text { is in } s_{i}\right)
$$

Observe that the value of the right-hand side is determined by which elements of $s$ are put in $s_{i}$, among the ones with $\operatorname{rank}_{s}$ greater than $z_{i}\left(1-\varepsilon_{1}^{2}\right)$. Also observe that event $A$ is determined by how many elements of $s$ are put in $s_{i}$, among the ones with rank $k_{s}$ smaller than or equal to $z_{i}\left(1-\varepsilon_{1}^{2}\right)$. Thus the expression in the right-hand side is independent of event $A$, and we can write:

$$
\begin{aligned}
\mathbb{E}\left[\sum_{\widehat{z_{i}}<x \leq n_{i}} g_{i}(x) \mid A\right] & \leq \mathbb{E}\left[\sum_{y=z_{i}\left(1-\varepsilon_{1}^{2}\right)+1}^{n} g(y) \mathbf{1}\left(\text { the element of } s \text { with rank } y \text { is in } s_{i}\right) \mid A\right] \\
& =\mathbb{E}\left[\sum_{y=z_{i}\left(1-\varepsilon_{1}^{2}\right)+1}^{n} g(y) \mathbf{1}\left(\text { the element of } s \text { with rank } y \text { is in } s_{i}\right)\right] \\
& =\frac{1}{a_{i}} \sum_{y=z_{i}\left(1-\varepsilon_{1}^{2}\right)+1}^{n} g(y)
\end{aligned}
$$

Now, since $g$ is $\gamma$-decreasing, applying Lemma 14 to $g\left(z_{i}\left(1-\varepsilon_{1}^{2}\right)\right)$ and rewriting, we have:

$$
\begin{equation*}
\sum_{y=z_{i}\left(1-\varepsilon_{1}^{2}\right)+1}^{n} g(y) \leq \frac{2(\gamma-1)}{2-\gamma} \cdot z_{i}\left(1-\varepsilon_{1}^{2}\right) \cdot g\left(z_{i}\left(1-\varepsilon_{1}^{2}\right)\right) \tag{3}
\end{equation*}
$$

Since $z_{i}$ is not close to a Box endpoint of $g$, by Lemma 8 we have

$$
g\left(z_{i}\left(1-\varepsilon_{1}^{2}\right)\right) \leq g\left(z_{i}\right)\left(1+\varepsilon_{2}\right)
$$

Combining the inequalities (2) and (3) gives:

$$
\mathbb{E}\left[c_{K_{i}} \mid A\right] \leq \frac{2}{K_{i}} \cdot \frac{1}{a_{i}} \cdot \frac{2(\gamma-1)}{2-\gamma} z_{i}\left(1-\varepsilon_{1}^{2}\right) \cdot g\left(z_{i}\right)\left(1+\varepsilon_{2}\right)
$$

As $K_{i}=4\left(z_{i} / a_{i}\right) \cdot \frac{2(\gamma-1)}{2-\gamma} \cdot\left(1-\varepsilon_{1}^{2}\right) \cdot\left(1+\varepsilon_{2}\right) \cdot \frac{\log n}{\varepsilon_{2} \delta}$, we have:

$$
\mathbb{E}\left[c_{K_{i}} \mid A\right] \leq \frac{\delta}{\log n} \cdot \varepsilon_{2} \cdot g\left(z_{i}\right)
$$

We use Markov's inequality to conclude that, conditioned on event $A$ we have:

$$
\operatorname{Pr}\left(\left.c_{K_{i}} \leq \frac{\log n}{\delta} \cdot \mathbb{E}\left[c_{K_{i}} \mid A\right] \right\rvert\, A\right] \geq 1-\delta / \log n
$$

By Lemma 17 event $A$ has probability at least $1-4 \delta / \log n$. We conclude that

$$
\left.\operatorname{Pr}\left[c_{K_{i}} \leq \varepsilon_{2} \cdot g\left(z_{i}\right)\right)\right] \geq(1-4 \delta / \log n)(1-\delta / \log n) \geq 1-5 \delta / \log n
$$

We can now prove our main Theorem:
$\triangleright$ Theorem 10. Let $\varepsilon_{1}, \varepsilon_{2}, \delta$, a frequency function $f$ and a stream $s$ with insertions only be given. If the distributions $f$ and $g$ are ( $3 \varepsilon_{1}, \varepsilon_{2}$ )-step-compatible and $\gamma$-decreasing then Algorithm $A\left(s, \varepsilon_{1}, \varepsilon_{2}, f\right)$ is a streaming $4 \delta$-Tester that uses space $O\left(\log ^{2} n \cdot \log \log n\right)$.

Proof. First, we assume that $f=g$ and aim to prove that the algorithm outputs YES with probability $1-O(\delta)$. To that end, for each $i$ such that $z_{i}$ is not $\varepsilon_{1}^{2}$-close to a Box endpoint, we will prove that with probability at least $1-O(\delta / \log n)$ we have $\left|g\left(z_{i}\right)-c_{r}\right| \leq 3 \varepsilon_{2} g\left(z_{i}\right)$, and then apply the union bound. We conclude that $c_{r} \simeq_{3 \varepsilon_{2}} f\left(z_{j}\right)$ and the test is positive with high probability.

Focus on one value of $i$ such that $z_{i}$ is not $\varepsilon_{1}^{2}$-close to a Box endpoint of $f$, and consider the substream $s_{i}$. We first write:

$$
\begin{equation*}
\left|g\left(z_{i}\right)-c_{r}\right| \leq\left|g\left(z_{i}\right)-\operatorname{occ}\left(e_{i}^{\prime}\right)\right|+\left|\operatorname{occ}\left(e_{i}^{\prime}\right)-\operatorname{count}\left(e_{i}^{\prime}\right)\right|+\left|\operatorname{count}\left(e_{i}^{\prime}\right)-\operatorname{count}\left(\tilde{e}_{i}\right)\right| \tag{4}
\end{equation*}
$$

and analyze the right-hand side term by term.
First we will prove that with probability $1-4 \delta / \log n$ we have

$$
\begin{equation*}
\left|g\left(z_{i}\right)-\operatorname{occ}\left(e_{i}^{\prime}\right)\right| \leq \varepsilon_{2} g\left(z_{i}\right) \tag{5}
\end{equation*}
$$

To that end, we let $I=\left[z_{i} /\left(1+\varepsilon_{1}^{2}\right), z_{i}\left(1+\varepsilon_{1}^{2}\right)\right]$. Since $g$ is step-compatible and $z_{i}$ it is not $\varepsilon_{1}^{2}$-close to a Box endpoint, $g$ is near-constant inside the entirety of interval $I$ : the maximum exceeds the minimum by a $\left(1+\varepsilon_{2}\right)$ factor at most. By Lemma 17 , with probability at least $1-4 \delta / \log n$ we have that $\operatorname{rank}_{s}\left(e_{i}^{\prime}\right)$ is inside $I$, hence Equation 5.

Secondly, we observe that by Property 3 of Spacesaving (see page 19),
$\left|\operatorname{occ}\left(e_{i}^{\prime}\right)-\operatorname{count}\left(e_{i}^{\prime}\right)\right| \leq c_{K_{i}}$.
Thirdly, we will argue that
$\left|\operatorname{count}\left(e_{i}^{\prime}\right)-\operatorname{count}\left(\tilde{e_{i}}\right)\right| \leq c_{K_{i}}$.

To that end, we refer the reader to Figure 1. By Property 3, for any element $e$ of $s_{i}$ we have occ $(e) \leq \operatorname{count}(e) \leq \operatorname{occ}(e)+c_{K_{i}}$, so when we plot the points $(\operatorname{occ}(e), \operatorname{count}(e))$ for the elements occuring in stream $s_{i}$, all points are inside the strip of equation $x \leq y \leq x+c_{K_{i}}$. Consider the point $\left(\operatorname{occ}\left(e_{i}^{\prime}\right), \operatorname{count}\left(\tilde{e}_{i}\right)\right)$. We partition the strip into three parts (see Figure 1):

1. $P_{1}$ consisting of the points $(x, y)$ such that $x>\operatorname{count}\left(\tilde{e_{i}}\right)$. Since $\tilde{e_{i}}$ has rank $r$ according to count, there are at most $r-1$ points in $P_{1}$.
2. $P_{2}$ consisting of the points $(x, y)$ such that $x<\operatorname{count}\left(\tilde{e_{i}}\right)-c_{K_{i}}$. Since $\tilde{e_{i}}$ has rank $r$ according to count, there are fewer than $n_{i}-r$ where $n_{i}$ is the number of elements in the stream $s_{i}$.
3. $P_{3}$ consisting of the rest. All points of $P_{1}$ have occ value larger than all points of $P_{3}$, and all points of $P_{2}$ have occ value smaller than all points of $P_{3}$.
Recall that $e_{i}^{\prime}$ has rank $r$ according to occ. Thus the point $\left(\operatorname{occ}\left(e_{i}^{\prime}\right)\right.$, count $\left.\left(\tilde{e_{i}}\right)\right)$ cannot be in $P_{1}$ nor in $P_{2}$. This implies that $e_{i}^{\prime}$ is in $P_{3}$, hence Equation 7 .


Frequencies

Figure 1 Counters and Frequencies for a stream $s_{i}$. The error $\Delta=c_{K_{i}}$ and $\left|\operatorname{occ}\left(e_{i}^{\prime}\right)-\operatorname{count}\left(\tilde{e_{i}}\right)\right|<$ $c_{K_{i}}$.

Finally, we apply Lemma 18: with probability at least $1-5 \delta / \log n$ we have $c_{K_{i}} \leq \varepsilon_{2} g\left(z_{i}\right)$. Combining with Equations $4,5,6$ and 7 we obtain that with probability at least $1-9 \delta / \log n$ we have $\left|g\left(z_{i}\right)-\operatorname{occ}\left(e_{i}^{\prime}\right)\right| \leq 3 \varepsilon_{2} g\left(z_{i}\right)$. By the union bound, with probability at least $1-O(\delta)$ test test is positive and Algorithm 1 outputs YES, as desired.

Assume that $g$ is far from $f$, i.e. $f \chi_{\left(20 \varepsilon_{1}, 20 \varepsilon_{2}\right)} g$. By Theorem 13 there exists a separating rectangle $R=\left[b, b\left(1+6 \varepsilon_{1}\right)\right] *\left[c, c\left(1+6 \varepsilon_{2}\right)\right]$ which separates $f$ from $g$.

Let $j$ be the smallest integer such that $b\left(1+3 . \varepsilon_{1}\right)<z_{j}=\left(1+\varepsilon_{1}^{2}\right)^{j}$. Consider the streams $s_{j}$ or $s_{j-1}$ or $s_{j+1}$ so that $z_{j}$ avoids the limits of the Boxes of $f$ and $g$.

As the relative width $\left(1+3 \varepsilon_{1}\right)$ is larger than $\left(1+\varepsilon_{1}^{2}\right)$, the point $z_{j}$ is close to the center on the $x$-axis of the separating rectangle $R$. Consider the two cases, $f$ is above the rectangle (case 1) or $f$ is below the rectangle (case 2).

- Assume that $g$ is below $R$ and $f$ is above $R$ (case 1 ). The value $c_{r}$ is the count of an element $\tilde{e_{j}}$ which with high probability is close to occ $\left(e_{j}^{\prime}\right)$ for an element $e_{j}^{\prime}$ of the stream $s_{j}$. The triangle inequality gives:

$$
\left|c_{r}-f\left(z_{j}\right)\right| \geq\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-f\left(z_{j}\right)\right|-\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-c_{r}\right|
$$

By equations (6) and (7): $\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-c_{r}\right| \leq\left|\operatorname{occ}\left(e_{i}^{\prime}\right)-\operatorname{count}\left(e_{i}^{\prime}\right)\right|+\left|\operatorname{count}\left(e_{i}^{\prime}\right)-\operatorname{count}\left(\tilde{e}_{i}\right)\right| \leq$ $2 . c_{K_{i}}$ and by Lemma 18 with high probability:

$$
\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-c_{r}\right| \leq 2 \varepsilon_{2} . g\left(z_{j}\right)
$$

Because $g$ is below the rectangle $R$, then $\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-f\left(z_{j}\right)\right| \geq 6 \varepsilon_{2} . g\left(z_{j}\right)$. Then with high probability:

$$
\left|c_{r}-f\left(z_{j}\right)\right| \geq 6 \varepsilon_{2} . g\left(z_{j}\right)-2 \varepsilon_{2} . g\left(z_{j}\right) \geq 4 \varepsilon_{2} . g\left(z_{j}\right) \geq 3 \varepsilon_{2} . c_{r}
$$

Hence $c_{r} \not \chi_{3 \varepsilon_{2}} f\left(z_{j}\right)$ with high probability as $c_{r} \leq f\left(z_{j}\right)$, so the algorithm will reject, as desired.

- Assume that $f$ is below $R$ and $g$ is above $R$ (case 2). Select the position of the separating rectangle $R=\left[b, b \cdot\left(1+6 \varepsilon_{1}\right)\right] *\left[c_{L}, c_{L} \cdot\left(1+6 \varepsilon_{2}\right)\right]$ so that the top of the rectangle coincides with the bottom of the Box of $g\left(z_{j}\right)$. Notice that $c_{L} \geq f\left(z_{j}\right)$. As $z_{j}$ is not close to the limits of the Boxes of $f$ and $g$, we can make the separating rectangle narrower, i.e. $R^{\prime}=\left[b, b .\left(1+\varepsilon_{1}^{2}\right)\right] *\left[c_{L}, c_{L} \cdot\left(1+6 \varepsilon_{2}\right)\right]$

We can therefore write: $g\left(z_{j}\right) \leq c_{L} \cdot\left(1+6 \varepsilon_{2}\right) \cdot\left(1+\varepsilon_{2}\right) \simeq c_{L} \cdot\left(1+7 \varepsilon_{2}\right)$. Hence:

$$
\begin{equation*}
-2 \varepsilon_{2} . g\left(z_{j}\right) \geq-2 \varepsilon_{2} . c_{L} .\left(1+7 \varepsilon_{2}\right) \tag{8}
\end{equation*}
$$

The previous triangle inequality gives:

$$
\left|c_{r}-f\left(z_{j}\right)\right| \geq\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-f\left(z_{j}\right)\right|-\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-c_{r}\right|
$$

As $\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-c_{r}\right| \leq 2 . \varepsilon_{2} . g\left(z_{j}\right)$ by Lemma 18 with high probability as in case 1 , and $f$ is below the rectangle $R^{\prime}$, we can then bound $\left|\operatorname{occ}\left(e_{j}^{\prime}\right)-f\left(z_{j}\right)\right| \geq 6 \varepsilon_{2} . c_{L}$. Then, with high probability, using the inequality (8):

$$
\left|c_{r}-f\left(z_{j}\right)\right| \geq 6 \varepsilon_{2} \cdot c_{L}-2 \varepsilon_{2} \cdot g\left(z_{j}\right) \geq 6 \varepsilon_{2} \cdot c_{L}-2 \varepsilon_{2} \cdot c_{L} \cdot\left(1+7 \varepsilon_{2}\right) \geq 3 \varepsilon_{2} \cdot c_{L} \geq 3 \varepsilon_{2} \cdot f\left(z_{j}\right)
$$

 desired.

### 5.3 Streaming $\delta$-Tester for sliding windows

Theorem 10 can be extended to the sliding windows model defined in the Appendix A.5. We want to test if the last window defined by the parameters $\lambda, \Delta$ follows a frequency function $f$.

- Corollary 19. If $f$ and $g$ are $\left(3 \varepsilon_{1}, \varepsilon_{2}\right)$-step-compatible and $\gamma$-decreasing in each window, then Algorithm $A\left(s, \varepsilon_{1}, \varepsilon_{2}, f\right)$ is a streaming $4 \delta$-Tester which uses uses space $O\left(\log ^{2} n \cdot \log \log n\right)$.

Proof. As $f$ is $\gamma$-decreasing, we apply Lemma 14 to the Spacesaving version of the sliding window (see Appendix A.5) and obtain the relative error $\left|f_{k}-c_{k}\right| \leq \varepsilon \cdot f_{k} \cdot \frac{2(\gamma-1)}{2-\gamma}$. Both Lemmas 17 on the sampling and 18 on Spacesaving generalize. Hence the main Theorem in section 5.2 also applies.

## 6 Conclusion

We introduced a scale free distance between two frequency distributions, the relative version of the Fréchet distance. We then studied how to verify a frequency distribution $g$ defined by a stream of $N$ items among $n$ distinct items. We first proved a $\Omega(n)$ lower bound on the space required in general. If we assume that the frequency distribution $f$ and the frequency $g$ defined by the stream satisfy a step-compatibility condition and decrease fast enough, we presented a Tester that uses $O\left(\log ^{2} n \cdot \log \log n\right)$ space. Zipf and Power law distributions are both step-compatible and $\gamma$-decreasing.
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## A Appendix A: The Spacesaving algorithms

## A. 1 The SpaceSaving algorithm with insertions only [18]

The SpaceSaving algorithm introduced in [18] computes an approximation of the frequencies of the $k$ most frequent items elements in a stream. It uses a table $T$ of triplets $T[j]=\left(e, c_{j}, \varepsilon_{j}\right)$ where $e \in A$ is an element of the universe $A=\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}, c_{j} \in N$ is a counter approximating the number of occurences of element $e$ and $\varepsilon_{j} \in N, \varepsilon_{j}<c_{j}$ is a bound on the error between the counter and the correct number of occurences of $e$ in the stream. The table, of size $K$, is ordered by counters: $c_{1} \geq c_{2}, \ldots \geq c_{K}$. Assume $k<K$.

```
Algorithm Top-k \((k, K)\)
Data: a stream \(s\) of length \(N\), from a universe \(A=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}\).
\(T[j] \leftarrow(-, 0,0)\) for every \(j \in[1, K]\);
while stream \(S\) is flowing do
    read next element \(e\) of \(S\);
    if \(e\) is in the table \(T\) at position \(j\) then
        increment \(c_{j}\);
    else
            Replace \(T[K]=\left(e^{\prime}, c_{K}, \varepsilon_{K}\right)\) by \(T[K]=\left(e, c_{K}+1, c_{K}\right) ;\)
            Reorder \(T\) by non-increasing values of \(c_{j}\);
    end
end
Result: the sequence \(S\) of the first \(k\) elements
```

Algorithm 2: The Top-k algorithm
$\triangleright$ Notation 3. For a table position $j \in[1, K]$ and an element $e \in A$, let $\sigma(j)=i$ if $T[j]=\left(e, c_{j}, \varepsilon_{j}\right)$ and the frequency of element $e$ is $f_{i}$.

Thus $f_{\sigma(i)}$ is the frequency associated with the element whose counter is $c_{i}$. Algorithm Top-k guarantees that $\sigma$ is injective. In the ideal case in which $\sigma(i)=i$ for all $i \in[1, K]$, then $T$ contains the $K$ most frequent elements of $A$, ordered by non-increasing frequency. Algorithm Top-k satisfies the following properties:

1. $\sum_{1 \leq j \leq K} c_{j}=N$
2. For all $j \leq K, \epsilon_{j} \leq c_{K}$.
3. For all $j \leq K, c_{j}-\epsilon_{j} \leq f_{\sigma(j)} \leq c_{j}$.
4. For each element $e \in A$ not in $T$, i.e. for any index $i \notin \operatorname{Im}(\sigma): f_{i} \leq c_{K}$.

The size $K$ of the table can be tuned to provide the approximate Top-k elements or the exact Top-k elements, in some special cases. Let $S^{*}$ be the set of top $k$ most frequent elements. The following Lemma is implicitly present in [18].

- Lemma 20. (adapted from [18])

1. (Exact result) If $c_{K} \leq f_{k}-f_{k+1}$, then the Top- $k$ algorithm gives the exact solution $S^{*}$.
2. (Approximate result) If $c_{K} \leq \varepsilon . f_{k}$, then $S$ contains every element $e_{i}$ such that $f_{i} \geq$ $(1+\varepsilon) \cdot f_{k}$ and no element $e_{i}$ such that $f_{i} \leq(1-\varepsilon) \cdot f_{k}$.

Proof. Assume $c_{K} \leq f_{k}-f_{k+1}$. From property 4 , if $e \in A$ is not in the table $T$, its frequency $f_{i} \leq c_{K}$. As $c_{K} \leq f_{k}-f_{k+1}<f_{k}$, hence $f_{i}<f_{k}$ and $e \notin S^{*}$. Let us show that if $e \in T-S$, then $e \notin S^{*}$.

Let $i, j$ two elements of $T$ such that $f_{i}>f_{j}+c_{K}$. The corresponding counters $c_{\sigma^{-1}(i)}$ and $c_{\sigma^{-1}(j)}$ are in the right order, i.e.

$$
c_{\sigma^{-1}(i)}>c_{\sigma^{-1}(j)}
$$

Apply properties 2 and 3 :

$$
c_{\sigma^{-1}(i)} \geq f_{i}>f_{j}+c_{K} \geq f_{j}+\varepsilon_{j} \geq c_{\sigma^{-1}(j)}
$$

If $i \in\{1,2, \ldots k\}$ and $j \notin\{1,2, \ldots k\}$, then:

$$
f_{i}-f_{j}>f_{k}-f_{k+1} \geq c_{K}
$$

Hence the counters $c_{\sigma^{-1}(1)}, \ldots . c_{\sigma^{-1}(k)}$ are all greater than the counters $c_{\sigma^{-1}(j)}$ for $j>k$. Hence $S=S^{*}$.

Assume $c_{K} \leq \varepsilon . f_{k}$, the figure 2 shows that if $f_{i}<(1-\varepsilon) f_{k}$ then $c_{\sigma^{-1}(i)}$ is smaller than all the counters of elements of $S^{*}$, hence $i \notin S$. If $f_{j}>(1+\varepsilon) f_{k}$, then $c_{\sigma^{-1}(j)}$ is larger than all the counters of elements of $A-S^{*}$, hence $i \in S$.


Figure 2 Frequencies-Counters relation: for each $1 \leq k \leq n$, the $i$-th element of the table $T$ is $\left(e, c_{i}, \varepsilon_{i}\right)$ where $c_{i}$ is the $i$-th counter and $\sigma(i)=k$. Then $f_{k} \leq c_{i} \leq f_{k}+\varepsilon_{k} \leq f_{k}+c_{K}$. By properties 2 and 3 the points $\left(f_{k}, c_{\sigma^{-1}(k)}\right)$ are above the diagonal and below the diagonal shifted by $c_{K}$.

When the table $T$ of size $K>k$ is such that:

$$
\begin{equation*}
c_{K} \leq f_{k}-f_{k+1} \tag{2}
\end{equation*}
$$

Lemma 20 for the condition (2) guarantees that the Top-k algorithm gives an exact solution. In fact the $k$ first elements of the table T are in the right order. In the original paper[18],

If $u<K / 2$ then $K-2 u>0$ :

$$
c_{K} \leq \frac{F^{r e s(u)}}{K-2 u}
$$

As this true for all $u<K / 2$, then

$$
c_{K} \leq \min _{u<K / 2} \frac{F^{r e s(u)}}{K-2 u}
$$

- Lemma 22. Let $K$ denote the size of the table. Then:

$$
c_{K} \leq \frac{\Theta(N)}{K^{\alpha}}
$$

Proof. Since $\alpha>1$, we have $c=\Theta(1)$ as $n \rightarrow \infty$.

$$
\begin{gathered}
F^{r e s(u)}=c N \cdot \sum_{i=u+1}^{n} \frac{1}{i^{\alpha}} \\
\int_{u+1}^{n} \frac{d x}{x^{\alpha}} \leq \sum_{i=u+1}^{n} \frac{1}{i^{\alpha}} \leq \int_{u}^{n} \frac{d x}{x^{\alpha}} \\
F^{r e s(u)} \leq \frac{\Theta(N)}{u^{\alpha-1}}
\end{gathered}
$$

By lemma 21, for $u<K / 2, c_{K} \leq \frac{F^{r e s(u)}}{K-2 u}$. Hence for $u=K / 3$ :

$$
c_{K} \leq \frac{F^{\operatorname{res}(K / 3)}}{K / 3} \leq \frac{\Theta(N)}{K^{\alpha}}
$$

## A. 3 Application to Zipf distributions

Assume a Zipf distribution of parameter $\alpha>1: f_{i}=c N / i^{\alpha}$, where $c=1 /\left(\sum_{i=1}^{n} 1 / i^{\alpha}\right)$. We apply Lemma 21 to upper bound the main uncertainty parameter $c_{K}$.

We need to analyse the size of $K$ in the Top-k algorithm 2 as a function of $k$ for Zipf distributions.

$$
f_{k}-f_{k+1}=c N \cdot\left(\frac{1}{k^{\alpha}}-\frac{1}{(k+1)^{\alpha}}\right) \simeq c N \cdot \frac{k^{\alpha-1}}{k^{2 \alpha}}=\frac{c N}{k^{\alpha+1}}
$$

By lemma $1, c_{K} \leq \frac{N}{K}$, the uniform average. If

$$
c_{K} \leq \frac{N}{K} \leq \frac{c N}{k^{\alpha+1}}
$$

the condition (2) on $f_{k}-f_{k+1}$ is guaranteed and we have an exact solution. Hence

$$
K=\Omega\left(k^{\alpha+1}\right)
$$

The new analysis of lemma 21 gives a better bound on $K$.
Lemma 23. For the Zipf distribution with parameter $\alpha>1, K=\Omega\left(k^{1+1 / \alpha}\right)$ guarantees an exact solution.

Proof. By lemma $22, c_{K} \leq \frac{\Theta(N)}{K^{\alpha}}$ hence if:

$$
c_{K} \leq \frac{\Theta(N)}{K^{\alpha}} \leq \frac{\Theta(N)}{k^{\alpha+1}}
$$

the condition (2) is guaranteed. Hence

$$
K \geq \Theta\left(k^{1+1 / \alpha}\right)
$$

A similar bound is given in [18], by arguing that $f_{i}<c_{K}$ for $i>K$. In particular for $i=K+1$ :

$$
f_{K+1}=\frac{c N}{(K+1)^{\alpha}} \leq c_{K} \leq \frac{c N}{k^{\alpha+1}}
$$

which gives $K \geq \Theta\left(k^{1+1 / \alpha}\right)$.
For an approximate solution, we take a table $T$ such that:

$$
\begin{equation*}
c_{K} \leq \varepsilon . f_{k} \tag{2}
\end{equation*}
$$

- Lemma 24. For the Zipf distribution with parameter $\alpha>1$, $K=\Omega\left(k \cdot\left(\frac{1}{\varepsilon}\right)^{1 / \alpha}\right)$ guarantees an approximate solution.

Proof. By lemma 21, $c_{K} \leq \frac{\Theta(N)}{K^{\alpha}}$ hence if:

$$
c_{K} \leq \frac{\Theta(N)}{K^{\alpha}} \leq \varepsilon \cdot f_{k}=\varepsilon \cdot c N \cdot \frac{c}{k^{\alpha}}
$$

the condition (2) is guaranteed. Hence:

$$
K \geq \Omega\left(k \cdot\left(\frac{1}{\varepsilon}\right)^{1 / \alpha}\right)
$$

## A. 4 The SpaceSaving algorithm $\pm$ [20]

This algorithm introduced in [20] computes an approximation of the frequencies of the $k$ most frequent items elements in a stream of insertions and deletions, with the bounded deletions hypothesis [14]. If $D$ is the number of deletions and $I$ the number of insertions, then $D \leq(1-1 / \alpha) I$, for some constant $\alpha \geq 1$. We will analyze this model in some other publication.

## A. 5 The SpaceSaving algorithm for sliding windows

Given a stream $s$ of items, we may want to test the frequency $g$ in a time interval $\left[\tau_{i}, \tau_{i}+\Delta\right]$ of width $\Delta$, where $\tau_{i}$ is a timestamp, $\tau_{i+1}=\tau_{i}+\lambda$ and $\lambda$, the shift, divides $\Delta$. Assume we want to test the frequency $g$ of the last window of the stream. Notice that this model does not follow the bounded deletion hypothesis: for the last window, $I-D$ can be small and not larger than $I / \alpha$ for some constant $\alpha$. The error of the SpaceSaving $\pm$ algorithm accumulates for each window over the time and can't correctly approximate the Top-k elements in the last window.

Suppose without loss of generality that $\lambda=\Delta / 2$ and consider Blocks $B_{i}$ of the stream for the time intervals $\left[\tau_{i}, \tau_{i}+\lambda[\right.$. Each window consists of two consecutive Blocks. Assume
the last entry $e_{N}$ ends the Block $B_{i}$. We apply the Spacesaving for each Block $B_{i}$ but only keep the last two tables $T_{i-1}$ and $T_{i}$. The Top-k elements of the last window uses the merge of the last two tables, defined below. We then read the next Block $B_{i+1}$, construct $T_{i+1}$, remove $T_{i-1}$ and use the merge of $T_{i}$ and $T_{i+1}$, as in [1].

```
Algorithm Top \(\operatorname{Tw}_{s w} \mathbf{- k}(k, K, \lambda, \Delta)\)
Data: a stream \(S\) of length \(N\), from a universe \(A=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}\).
\(p=\Delta / \lambda\);
while stream \(S\) is flowing do
    read next Block \(B_{i+1}\) of \(S\) and build \(T_{i+1}\) by Spacesaving;
    maintain \(T_{i-p+1}, \ldots T_{i}\) built by Spacesaving for the previous Blocks ;
    when \(B_{i+1}\) is read, remove the oldest table \(T_{i-p+1}\) and keep \(T_{i-p}, T_{i+1}\);
    \(\mathrm{i}=\mathrm{i}+1\);
end
```

Result: the sequence $S$ of the first $k$ elements of the Merge of the last $p$ tables
Algorithm 3: The Top ${ }_{s} w-\mathrm{k}$ algorithm, or SpaceSaving $\pm$ algorithm
Each Block $B_{i}$, with $N_{i}$ elements and a Table $T_{i}$ of size $K$ satisfies the Spacesaving invariants, with the index $i: f_{\sigma(j)}^{i}, \varepsilon_{j}^{i}, c_{j}^{i}$ are the frequency, counter, error of the $j$-th element of the table.

1. $\sum_{1 \leq j \leq K} c_{j}^{i}=N_{i}$
2. For all $j \leq K_{i}, \varepsilon_{j}^{i} \leq c_{K_{i}}$.
3. For all $j \leq K_{i}, c_{j}^{i}-\varepsilon_{j}^{i} \leq f_{\sigma(j)}^{i} \leq c_{j}^{i}$.
4. For each element $e \in A$ not in $T_{i}$, i.e. for any index $j \notin \operatorname{Im}(\sigma): f_{j}^{i} \leq c_{K_{i}}$.

We can merge $T_{i}$ and $T_{i-1}$ into a large $T$ of size $K$ at most $K_{i-1}+K_{i}$ as follows:
Merge of $T_{i-1}, T_{i}$ into $T$.

1. for items $j$ both in $T_{i-1}, T_{i}, c_{j}=c_{j}^{i-1}+c_{j}^{i}$ and $\varepsilon_{j}=\varepsilon_{j}^{i-1}+\varepsilon_{j}^{i}$. For all $j \leq K$, then $\epsilon_{j} \leq c_{K_{i-1}}+c_{K_{i}}$.
2. for items $j$ in $T_{i}$ and not in $T_{i-1}, c_{j}^{i}-\varepsilon_{j}^{i} \leq f_{\sigma(j)} \leq c_{j}^{i}+c_{K_{i-1}}$
3. for items $j$ in $T_{i-1}$ and not in $T_{i}, c_{j}^{i-1}-\varepsilon_{j}^{i-1} \leq f_{\sigma(j)} \leq c_{j}^{i-1}+c_{K_{i}}$
4. For each element $e \in A$ not in $T_{i-1}$ nor in $T_{i}$, i.e. for any index $j \notin \operatorname{Im}(\sigma): f_{j} \leq c_{K}^{i-1}+c_{K}^{i}$.

Notice that $\sum_{1 \leq j \leq K} c_{j}=N_{i-1}+N_{i}$ and therefore we satisfy the invariants of a Block with different parameters. We can then obtain a result similar to lemma 20.

- Lemma 25. If $c_{K} \leq \varepsilon . f_{k}$, then $S$ contains every element $e_{i}$ such that $f_{i} \geq(1+\varepsilon) \cdot f_{k}$ and no element $e_{i}$ such that $f_{i} \leq(1-\varepsilon) \cdot f_{k}$.

Proof. The proof is as in lemma 20, as the new table $T$, obtained by the merge, follows the same invariant conditions, as the Spacesaving algorithm.

## B Appendix B: proof of the Separation theorem

We start the proof by establishing the following Lemma.

- Lemma 26 (Distance lemma). If $f$ and $g$ are two functions describing frequencies and such that for every point of $f$, there is a point of $g$ which is $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-close and conversely. Then

$$
f \sim_{\left(\varepsilon_{1}, \varepsilon_{2}\right)} g
$$



Figure 3 Proof of lemma 26. The thick red edges are the coupling edges.

Proof. Given a point $u_{i}=(i, f(i))$ of $f$, we first claim that the set $S_{i}$ of $j$ such that $v_{j}=(j, g(j))$ satisfies $v_{j} \simeq_{\left(\varepsilon_{1}, \varepsilon_{2}\right)} u_{i}$ is an non-empty interval, as shown in figure 3. Indeed, it is non-empty by assumption. Let $j_{\min }$ and $j_{\max }$ be its minimum and maximum elements respectively. Then for every $j \in\left[j_{\min }, j_{\text {max }}\right]$, we have $i /\left(1+\varepsilon_{1}\right) \leq j_{\text {min }} \leq j$ and $j \leq$ $j_{\max } \leq i\left(1+\varepsilon_{1}\right)$, so $j \simeq_{\varepsilon_{1}} i$; and by monotonicity, $f(j) \leq f\left(j_{\min }\right) \leq\left(1+\varepsilon_{2}\right) g(i)$ and $g(i) /\left(1+\varepsilon_{2}\right) \leq g\left(j_{\max }\right) \leq g(j)$, so $f(i) \simeq_{\varepsilon_{2}} g(j)$, proving the claim.

Let $S_{i}=\left[\ell_{i}, r_{i}\right]$. We also claim that the sequence $\left(\ell_{i}\right)_{i}$ and $\left(r_{i}\right)_{i}$ are monotone nondecreasing. Indeed, assume, for a contradiction, that $\ell_{i}>\ell_{i+1}$. Then $i<i+1<\ell_{i+1}\left(1+\varepsilon_{1}\right)$ and $i>\ell_{i} /\left(1+\varepsilon_{1}\right)>\ell_{i+1} /\left(1+\varepsilon_{1}\right)$, so $i \simeq_{\varepsilon_{1}} \ell_{i+1}$; moreover, $g\left(\ell_{i+1}\right) \leq f(i+1)\left(1+\varepsilon_{2}\right) \leq$ $f(i)\left(1+\varepsilon_{2}\right)$, and $g\left(\ell_{i+1}\right)\left(1+\varepsilon_{2}\right) \geq g\left(\ell_{i}\right)\left(1+\varepsilon_{2}\right) \geq f(i)$, so $u_{i} \simeq_{\left(\varepsilon_{1}, \varepsilon_{2}\right)} v_{\ell_{i+1}}$, a contradiction. The proof of the monotonicity of $\left(r_{i}\right)$ is similar.

Moreover, the collection of intervals $\left(S_{i}\right)_{i}$ covers $[1, n]$ because every point of $g$ is $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ close to some point of $f$.

The coupling then simply consists of the pairs

$$
\left\{(i, j): \max \left(\ell_{i}, r_{i-1}\right) \leq j \leq r_{i}\right\}
$$

in lexicographic order, i.e. the red edges of figure 3. Let us verify that this is a correct coupling sequence. Since $r_{i-1} \leq r_{i}$, every $i$ belongs to at least one pair. Every $j$ will appear in the pair $(i, j)$ where $i$ is minimum such that $r_{i} \geq j$. Such an $i$ exists because every $j$ belongs to at least one $S_{i}$. From one element of the sequence to the next, we either keep $i$ unchanged and move from one element of $S_{i}$ to the next element of $S_{i}$, incrementing the count by 1 on $g$; or we switch from $S_{i}$ to $S_{i+1}$, incrementing $i$ and possibly incrementing $j$ by one as well, in the case in which $r_{i} \notin S_{i+1}$. Thus this forms a correct coupling sequence such that $f \sim_{\left(\varepsilon_{1}, \varepsilon_{2}\right)} g$.

Proof. (Proof of Theorem 13)
By contraposition of Lemma 26, and up to symmetry between $f$ and $g$, there exists a point $u=(i, f(i))$ of $f$ such that no point of $g$ is $\left(3 \varepsilon_{1}, 3 \varepsilon_{2}\right)$-close to it. All the points of $g$ are
outside the rectangle $R_{d}=\left[i /\left(1+3 \varepsilon_{1}\right), i .\left(1+3 \varepsilon_{1}\right)\right] *\left[f(i) /\left(1+3 \varepsilon_{2}\right), f(i) .\left(1+3 \varepsilon_{2}\right)\right]$ which includes the rectangle $R_{s}$ defined below.

Since $f$ is $\left(3 \varepsilon_{1}, \varepsilon_{2}\right)$-step-compatible, there exist $x, y$ such that:

$$
\begin{gathered}
x \leq i \leq x .\left(1+3 \varepsilon_{1}\right) \\
y \leq f(i) \leq y \cdot\left(1+\varepsilon_{2}\right)
\end{gathered}
$$

and the points of $f$ whose $x$ coordinate is in the interval $\left[x, x \cdot\left(1+3 \varepsilon_{1}\right)\right]$ have a $y$ coordonate in the interval $\left[y, y \cdot\left(1+\varepsilon_{2}\right)\right]$. The points are inside this rectangle $R_{s}=\left[x, x \cdot\left(1+3 \varepsilon_{1}\right)\right] *$ $\left[y, y .\left(1+\varepsilon_{2}\right)\right]$.

Notice that $R_{s} \subseteq R_{d}$. The points $(j, g(j))$ are outside $R_{d}$ and there are two cases: either the curve $g$ does or does not cross the rectangle $R_{s}$. It crosses $R_{s}$ if there is a point $t$ such that:

$$
\begin{gathered}
x \leq t \leq x \cdot\left(1+3 \varepsilon_{1}\right) \\
g(t) \leq f(i) /\left(1+3 \varepsilon_{2}\right) \\
f(i) .\left(1+3 \varepsilon_{2}\right) \leq g(t-1)
\end{gathered}
$$

In the first case, if $g$ does not cross $R_{s}$, it is either above or below. Assume it is below, then the rectangle below $R_{s}$ in $R_{d}$, i.e.

$$
R=\left[x, x .\left(1+3 \varepsilon_{1}\right)\right] *\left[y /\left(1+3 \varepsilon_{2}\right), y\right]
$$

is an $\left(\varepsilon_{1}, \varepsilon_{2}\right)$-rectangle separating $f$ and $g$. Its relative width is $\left(1+3 \varepsilon_{1}\right)$ and its relative height is $\left(1+3 \varepsilon_{2}\right)$.

In the second case, if $g$ crosses $R_{s}$, then consider the two rectangles $R_{1}$ above $R_{s}$ and $R_{2}$ below $R_{s}$ within the span of $R_{s}$ on each side of $t$, as shown in figure 4:

$$
\begin{aligned}
R_{1} & =[x, t) *\left[y \cdot\left(1+\varepsilon_{2}\right), f(i) \cdot\left(1+3 \varepsilon_{2}\right)\right] \\
R_{2} & =\left[t, x \cdot\left(1+3 \varepsilon_{1}\right)\right] *\left[y, f(i) \cdot\left(1+3 \varepsilon_{2}\right)\right]
\end{aligned}
$$

Their relative height is larger than $\left(1+\varepsilon_{2}\right)$ because $f(i) \cdot\left(1+3 \varepsilon_{2}\right) / y \cdot\left(1+\varepsilon_{2}\right)>\left(1+3 \varepsilon_{2}\right) /(1+$ $\left.\varepsilon_{2}\right)>\left(1+\varepsilon_{2}\right)$. At least one of them has a relative width larger than $\left(1+\varepsilon_{1}\right)$ because the product of their relative width is greater then $t / x * x \cdot\left(1+3 \varepsilon_{1}\right) / t=\left(1+3 \varepsilon_{1}\right)$. At least one of the rectangle has a width greater than $\sqrt{1+3 \varepsilon_{1}}>1+\varepsilon_{1}$.


Figure 4 Separating rectangles in theorem 13

