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LempE"ZiV e Several lossless data compression algorithms
. (LZ'77, EL(8, LZW, ...)
algﬂrltth? e Dictionary-based encoding

e Used everywhere
o Deflate (gzip)
o GIF
o compress (Unix)

e Theoretical interest

o Entropy of a random source

o Lyndon factorisation
O
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LZ'/3

g0

W -00201011011010L..

0,1 14
Dictionary:
D(w) = {¢,0,01,010, 1,10, 11,...} wz ! S5 ©
Size of the compression:

010, @

O(|D(w)|- log | D(w)) Keep track of times to he ahle

{0 reconstruct w
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“One-hit catastrophe”™ question

Theorem ¢
Theorem 1

For all finite word w and any letter a
[D(aw)| < 3+/[w]. [D(w)|

(=Geometric mean)

There is an infinite word w such that

psup(w) =0

Theorem 3

1
Pinf(Ow) > —— o N
inf 6075 Theorem 2 is tight up to a multiplicative constant
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For allfinite word w and any leter a D; : Blocks of Ow that overlap 2 blocks of w. |D; | < |D(w)| < +/[w]. |[D(w)]

[D(aw)| < 3+/|w|- [D(w)]

Do Blocks of Ow included in a block of w.

W= [ [ J J JL I ]

R [ [ [ [ [

Dy| < [D(w)




For ol e word wnd sy ter D, - B RARTRBOASGT D, < D) < /TaT T

| D(aw)| < 34/|w|. | D(w)| D5 Blocks of Ow included in a block of w.
KQ-?} --..- - -
= Dy U Dy

1. Each . is a substring of a [ ]




For ol e word wnd sy ter D, - BOSORORAEHRBASOT D, < D) < /TaT T
|D(aw)| < 34/|wl. [D(w)| D,

- Blocks of Ow included in a block of w,

R-?} --..- - -

= D; U D,

1.  Each . is a substring of a [ ]

2. Forany i, the number of distinct ([_] blocks of sizeiis < |D(w)|



For ol e word wnd sy ter D, - B RARTRBOASGT D, < D) < /TaT T

Dlaw)] < 3y/lwl. ID(w)] D5 Blocks of Ow included in a block of w.
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1. Each . is a substring of a [ ]

2. Forany i, the number of distinct ([_] blocks of sizeiis < |D(w)|

V- (0 O & Em

< Jw]
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Then
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For ol e word wnd sy ter D, - BOSORORAEHRBASOT D, < D) < /TaT T
|D(aw)| < 34/|wl. [D(w)| D,

- Blocks of Ow included in a block of w,

R-?} --..- - -

= D; U D,

1.  Each . is a substring of a [ ]

# segments used < 24/L. N

2. Forany i, the number of distinct ([_] blocks of sizeiis < |D(w)|

—

: # w'|. |[D(w
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i.e maximal variation for an optimally compressible word.



“(iet a catastrophe™; starter kit

1. Geta “weak” catastrophe.
i.e maximal variation for an optimally compressible word.

2. A“true” catastrophe:
a.  Create a lot of independent “de Bruijn-style”
words.
b.  Use them to concatenate independent “weak”
catastrophes.



Future work

e Improve the constants (from 0 to 17?)

e Remove the gadgets

e Is the weak catastrophe the typical case for optimally compressible
words?

e \What happens over real data?
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