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To everyone fighting against imperialism across the world
**Abstract.** The subject of this thesis is the proof theory of linear logic with the least and greatest fixed points. In the literature, several systems have been studied for this language viz. the wellfounded system that relies on Park’s induction rule, and systems that implicitly characterise induction such as the circular system and the non-wellfounded system. This thesis contributes to the theory of these systems with the ultimate goal of exactly capturing the provability relation of these systems and application of these objects in programming languages supporting (co)inductive reasoning.

This thesis contains three parts. In the first part, we recall the literature on linear logic and the main approaches to the proof theory of logics with fixed points. In the second part, we obtain truth semantics for the wellfounded system, devise new wellfounded infinitely branching systems, and compute the complexity of provability in circular and non-wellfounded systems. In the third part, we devise non-wellfounded proof-nets and study their dynamics.

**Résumé.** Le sujet de cette thèse est la théorie de la preuve de la logique linéaire avec les plus petits et les plus grands points fixes. Plusieurs systèmes ont été étudiés dans la littérature pour ce langage : le système bien fondé qui repose sur la règle d’induction de Park, et des systèmes qui caractérisent implicitement l’induction comme le système circulaire et son extension non bien fondée. Cette thèse contribue à la théorie de ces systèmes avec pour but ultime de capturer exactement la relation de prouvabilité de ces systèmes et de permettre l’application de ces objets dans les langages de programmation supportant le raisonnement (co)inductif.

Cette thèse contient trois parties. Dans la première partie, nous rappelons la littérature sur la logique linéaire et les principales approches de la théorie de la preuve des logiques à points fixes. Dans la deuxième partie, nous obtenons une sémantique de vérité pour le système bien fondé, nous concevons de nouveaux systèmes infinitinement ramifiés bien fondés, et nous calculons la complexité de la prouvabilité dans les systèmes circulaires et non bien fondés. Dans la troisième partie, nous concevons des réseaux de preuves non bien fondés et étudions leur dynamique.
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When logic and proportion
Have fallen sloppy dead
And the White Knight is talking backwards
And the Red Queen’s “Off with her head!”
Remember what the dormouse said:
Feed your head!
Feed your head!
Feed your head!

Grace Slick, White Rabbit

Taming the infinite and induction

Throughout the history of mathematics and logic, a lot of time has been devoted to comprehending the concept of infinity. It is intrinsically counter-intuitive because there is little material need for a concept of infinity in one’s daily life (besides possibly theological). One might need the number 56 to convey how many goats they have or the number $\sqrt{2}$ to convey the distance between two corners of the town square or even the number $\pi$ to convey the length of rope required to wrap around a tree, but not infinity. In fact, whenever we talk about something “infinite” in mathematics: there is a trade-off between rigour and clarity. Take infinitesimals, for example. The concept dominated mathematics since its conception by Newton/Leibnitz. Even now, high-school students are taught that in the following, one can safely cancel $(x - 1)$ in the numerator and denominator since we are not cancelling zeroes; rather something which is infinitesimally close to zero.

$$\lim_{x \to 1} \frac{x^2 - 1}{x - 1}$$

However, sceptics as early as Bishop Berkeley have pointed out that this is not rigorous [Ber34]. On the other hand, a rigorous $\varepsilon/\delta$ definition of the limits of sequences loses out on clarity and is the reason why they are not taught to high-school students. Consequently, a school of thought developed in the early 20th century that advocated finitism: representing the infinite by the finite.

But how far can we go armed with only finite tools? We should at least be able to reason over natural numbers, which is an infinite set \(^1\). We claim that, instinctively, we employ finitist tools to reason about them. For example, let us try to prove the assertion $P$ defined as follows.

\[ P := \text{Every natural number is either even or odd.} \]

Observe that $P$ is an infinite conjunction of smaller propositions $P_n$ asserting that $n$ is either even or odd. So, technically $P$ has an infinite proof which is an infinite conjunction of the finite proofs of each $P_n$.

However, the response of any high-school student on looking at $P$ will be to prove by mathematical induction. Immediately, we realise that we have to prove only finitely many things \textit{viz}.

\begin{itemize}
  \item 1 is odd;
\end{itemize}

\(^1\text{The fact that infinite sets are well-defined is not derivable and needs to be stated explicitly as an axiom. The axiom of infinity in Zermelo-Frankel set theory asserts that there is at least one infinite set \textit{viz.} the set of all natural numbers.}\)
• \( n \) is odd implies \( n + 1 \) is even; and
• \( n \) is even implies \( n + 1 \) is odd.

Suppose in the induction case, we have \( n + 1 \). By the induction hypothesis, \( n \) is either even or odd. If it is odd then by item (3), \( n + 1 \) is even; otherwise, \( n \) is even and by (4), \( n + 1 \) is odd. Combining these two, we have \( n + 1 \) is even or odd.

Naturally, finitists like Wittgenstein would champion the latter method rather than the former [WRK78]. Although induction is obvious to a working mathematician, it does not come for free in logic. While formalising number theory, it has to be included as a separate axiom (which are dictums like postulates of Euclidean geometry). In fact, Poincaré [Poi05] labelled induction as a genuine synthetic a priori i.e. it is not an obvious tautology but still a concept that is universally true.

**Self-reference and circular proofs**

One can imagine mathematical proofs as a game between two players: prover and denier. The denier questions something and the prover provides an argument and the game goes on like this. If at some point, the prover is unable to provide an argument, the statement we started with is false and if we end up with statements which have been a priori accepted to be true, the denier has nothing to question; he loses and the statement is deemed true.

Now imagine this game goes on forever. Who wins? Analogously, imagine a program running forever. Is it intrinsically wrong? Suppose it is printing the output of \texttt{ROOTWO(0)} defined as follows.

```plaintext
function \texttt{ROOTWO}(n)
compute \( v_n = \text{the } n\text{th decimal place value of } \sqrt{2} \) (By the long-division method)
print \( v_n \)
return \texttt{ROOTWO}(n + 1)
end function
```

Figure 1: A pseudocode for the printing \( \sqrt{2} \) in decimal representation

This is indeed a meaningful program despite it running for an infinite time. But obviously, not all programs running forever is meaningful (say it is because the programmer wrote the wrong exit condition). We need to be able to distinguish between these two and what one needs to check is if there has been some progress (i.e. one is not going around in circles). Therefore, the prover wins even if she and the denier debate for an infinite time as long as they are making progress in reaching a consensus. For example, the infinite proof of \( P \) mentioned above can be formulated as an infinite prover-denier game: at every round, the denier keeps providing a number \( n \) and the prover proves \( P_n \).

One can ensure that there is progress by asserting that the denier cannot ask about the same number twice.

Recursion is a way to finitely represent infinite behaviour. For example, the program\(^2\) in Figure 1 is a finite representation of the infinite decimal expansion of \( \sqrt{2} \). Circular proofs are a finite presentation of the infinite proofs presented above. They do so by way of self-reference (just like recursive function call themselves). A circular proof of \( P \) will go as follows.

We first prove the same three things as before \textit{viz.} 1 is odd, \( n \) is odd implies \( n + 1 \) is even, and \( n \) is even implies \( n + 1 \) is odd. Then, we have the following\(^3\):

\[
\begin{align*}
\frac{\text{n = 1 is even or odd}}{\text{\textbullet \: \: 1 is odd}} & \quad \frac{\text{m is even or odd}}{\text{\textbullet \: \: m even } \Rightarrow \text{ m + 1 odd}} \\
\frac{\text{m is odd or m + 1 is odd}}{\text{\textbullet \: \: m odd } \Rightarrow \text{ m + 1 even}} & \quad \frac{\text{n = m + 1 is even or odd}}{\text{\textbullet \: \: n is even or odd}}
\end{align*}
\]

Clearly, there are a lot of similarities between proofs by induction and circular proofs. A natural question at this point is the following:

---

\(^2\)Technically it is a corecursive program.

\(^3\)This is a semi-formal presentation of a formal proof. See [BS10] for a formal proof.
Is induction as powerful as circular proofs?

Self-reference is at the heart of several logical fallacies and developments of modern logic. Take the *Liar’s paradox*. Let $S$ be the following sentence. Is it true or false?

$$S := S \text{ is false}$$

Now, consider *Russell’s paradox*. Let $X$ be a set defined as follows. Does $X \in X$?

$$X := \{ Y \mid Y \not\in Y \}$$

Note that in both cases, the negation was crucial (replacing false with true in the definition of $S$ and replacing $\not\in$ by $\in$ in the definition of $X$ removes the apparent contradiction). In circular proofs, the progress condition guarantees this positivity and ensures consistency.

Circular proofs have deep roots in the history of logic and mathematical reasoning: starting with Euclid’s [Euc56] heuristic of infinite descent through the more rigorous studies of Fermat (notably his August 1659 letter to Carcavi [dF94]). A systematic investigation of the connection between circular proofs and reasoning by infinite descent has been carried out by Brotherston and Simpson [Bro06, BS07, BS11].

### The semantic notion of truth

Russell’s paradox triggered a foundational crisis. Russell and Whitehead spent a lot of time [DPPDD09] trying to resolve it. Their efforts were the earliest examples of types (similar to what computer scientists call datatypes) and started modern set theory.

In the 1900 International Congress of Mathematics, Hilbert announced his list of twenty-three problems. The second problem in the list addressed not only the looming question of the foundational crisis but was also a manifestation of his finitist ideology: he hoped to establish, by purely finite combinatorial methods, that there exist no contradictions in mathematics.

In 1931, Gödel [Göd31] dashed Hilbert’s dreams: he proved that a powerful enough mathematical theory could not establish its *own* consistency. Again, the problem was self-reference; we emphasise that consistency of a system could be proved just not within itself. Put very informally, to prove the consistency of a certain amount of mathematics, one must always use “more” mathematics. Gentzen’s proof technique [Gen36] for consistency was ground-breaking since it only manipulated formal proofs and nothing else. The foundational crisis may not be as grave anymore hence Gentzen’s proof could have been just a “dusty trinket displayed in the cabinet of mathematical curiosity” but the opposite happened: it opened the doors to a whole new world of logic called proof theory.

A key novelty of Gödel’s theorem was to encode number theoretic functions as numbers themselves in a sound way. For Gödel, the sole notion of the truth of a formula was provability. In particular, incompleteness was expressed in terms of provability: a formula is either provable nor unprovable. There is, however, a semantic or external notion of truth: for example, the liar’s paradox is a semantic fallacy since syntactically (*i.e.* in the case of natural languages, grammatically) the sentence makes perfect sense.

A pervasive school of thought, championed by Tarski, within logic is to consider an external meaning of truth. It has been very successful over the years and has come up as one of the major branches of logic, model theory. Essentially one interprets a language $\mathcal{L}$ in another metalanguage $\mathcal{L}'$ and obtains a semantic notion of truth. Tarski’s undefinability theorem [Tar33] shows that the Gödel encoding cannot be done for semantic notions of truth *i.e.* no sufficiently rich language (*viz.* a language capable of expressing negation and self-reference) can represent its own semantics.

To complete the story of self-reference in logic, Turing applied Gödel’s technique (*viz.* the idea of encoding functions as natural numbers) to mechanical computing. He showed that the *Halting Problem* is not effectively computable [Tur37] *i.e.* the function $H$ defined as follows does not have any algorithm that produces an output in finite time for all inputs.

---

4Melliès [Mel09]

5See [Gir11, VH67] for a perspective on the historic dispute between proof theory and model theory.
$H(P, i) = \begin{cases} 
1 & \text{if the program } P \text{ halts on input } i; \\
0 & \text{otherwise.} 
\end{cases}$

Self-reference is at the core of this result: a program $H$ that can potentially accept itself as input. This, parallely with Church’s similar result [Chu36a, Chu36b] gave birth to the final major branch of logic, computability theory.

In summary, self-reference has been instrumental to the development of all the four major branches of logic: set theory, proof theory, model theory, and computability theory.

**Hilbert’s 24th problem**

Hilbert had a twenty-fourth problem [Thi03] that was not published as a part of his list of twenty-three problems. The problem asks for a criterion of simplicity in mathematical proofs and the development of a proof theory with the power to prove that a given proof is the simplest possible.

In his Ph.D. thesis, Brandes [Bra08] defined simplicity as follows. Suppose we want to prove a theorem $\varphi$ in an axiom system $\Sigma$ with $n$ axioms $\varphi_1, \ldots, \varphi_n$. Then, a proof of $\varphi$ is simple with respect to $\varphi_i$ if it uses $\varphi_i$ $m$ times and all other proofs of $\varphi$ uses $\varphi_i$ more than $m$ times.

This is the first instance of resource-consciousness in logic [Pam04]: caring not just about what axioms are used in a proof but also how many times. Modern proof-theorists stop short of formalising the notion of simplicity; rather they ask a fundamental question that is already implicit in Brandes’ formalisation:

When are two proofs the same?

A lot of it has got to do with design choices. Going back as far as Frege, logicians have tried to formulate several methods to write formal proofs. In modern logic, there are several ways of writing formal proofs viz. the Hilbert-Frege style, Gentzen-style and so on. Comparing proofs is thus challenging. Sometimes, the choice of the formal system has a deep impact on the proofs; at other times, the differences are more superficial. Analogously, it is somewhat like comparing two programs written in two different programming languages. In fact, in Frege’s lifetime, his formal systems were dismissed as a reformulation of Boole’s algebraic account of logic “in the Japanese custom of writing vertically” [Mel09].

In the system of formal proofs designed by Gentzen, two proofs [Cur52, Kle51] were deemed to be equal if they were equivalent up to the order in which independent components were presented. Exploiting this notion of equality has been helpful to understand the relationship between Gentzen-style proofs and the $\lambda$-calculus, a model of computation [Her95].

Linear logic [Gir87a] is the quintessential resource-conscious logic and in the theory of linear logic, there is an interesting formulation of the aforementioned equivalence of proofs. Linear logic proofs can be presented geometrically using objects called proof-nets. The equality of proof-nets is trivial from their structure. Moreover, they characterise exactly the same equivalence as that in Gentzen-style proofs i.e. two proofs are equivalent by the aforementioned notion if and only if their corresponding proof-nets are the same.

**This work**

This thesis aims at studying infinite, circular, and inductive proofs in the context of linear logic. We build toward the semantic meaning of the truth of formulas provable by infinite/circular proofs. We show that infinite proofs are strictly stronger than circular proofs. Finally, we develop the theory of proof-nets in the context of infinite linear logic proofs.
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Résumé Détailé

Cette thèse présente les éléments suivants.

La logique linéaire à points fixes possède une relation de prouvabilité complexe et l’étude de son contenu calculatoire peut être faite de manière beaucoup plus systématique dans le cadre des réseaux de preuves.

La logique linéaire est une logique sous-structurale (c’est-à-dire que l’utilisation de règles structurelles telles que l’affaiblissement et la contraction y est restreinte) inventée par Girard [Gir87a, Gir95] lors de l’étude de la sémantique cohérente du Système F. Le cadre de cette thèse est la logique µMALL, l’extension de la logique linéaire (additive multiplicative) par les opérateurs de plus petit et de plus grand points fixes. La théorie des points fixes est omniprésente en informatique, notamment en logique. La conception de systèmes déductifs pour les logiques à points fixes est une tâche difficile mais gratifiante. Dans la littérature, trois systèmes ont été étudiés pour µMALL: µMALLind (basé sur une (co)induction explicite), µMALL∞ (basé sur un raisonnement non bien fondé) et µMALL⟳ (basé sur un raisonnement circulaire). Cependant, une particularité de la théorie de la preuve non bien fondée est que lorsque l’on considère toutes les dérivation possibles, le système résultant est incohérent. En particulier, on peut dériver le séquent vide de la manière suivante:

\[
\frac{\vdash \mu x.x \quad \vdash \nu x.x}{\vdash (\mu \bullet \nu)}
\]

Par conséquent, un critère de progrès global est imposé pour séparer les preuves logiquement valides de celles qui ne le sont pas. Typiquement, ce critère exige que chaque branche infinie contienne un fil tracant une formule d’une manière ascendante et témoignant d’une infinité de points de progrès d’une propriété coinductive. De plus, dans ce cadre non bien fondé, la terminaison de la procédure d’élimination des coupures est remplacée par la productivité i.e. que des préfixes arbitrairement grands du résultat puissent être calculés en un nombre fini d’étapes. La condition de progrès susmentionnée est une condition suffisante, mais non nécessaire, pour la productivité de la procédure de d’élimination des coupures.

Le système bien fondé a été introduit par Baelde et Miller dans [BM07] et étudié plus en détail dans [BM07, Bae08, Bae12]. Santocanale [San02] a fourni la sémantique catégorique du fragment additif de µMALL⟳ et plus tard, avec Fortier [FS13, For14], il a prouvé un résultat d’élimination des coupures pour le même système. Le système circulaire et non bien fondé pour le langage complet a été introduit dans [BDS16] qui a également prouvé un résultat non trivial d’élimination de coupure pour le système non bien fondé. Assez récemment, la sémantique cohérence a été étudiée pour µMALLind [EJ21] (des résultats préliminaires [EJS21] sur µMALL⟳ ont également été obtenus).

Brotherston et Simpson ont conjecturé que (dans le cadre des définitions inductives de Martin Løf) les preuves circulaires dérivent les mêmes énoncés que les preuves finitaires avec induction explicite. La conjecture dite Brotherston-Simpson est restée ouverte pendant une dizaine d’années jusqu’à ce que Berardi et Tatsuta [BT17a, BT19] y répondent négativement pour le cas général. D’autre part, si la logique contient l’arithmétique, la conjecture est connue pour être vraie, ce qui a été prouvé indépendamment par Simpson [Sim17] et Berardi et Tatsuta [BT17b]. La conjecture dépend fortement de la logique de base puisque la disponibilité de règles structurelles ou de constructions modales induit des différences subtiles.
Pour $\mu MALL$, le problème est difficile. L'utilisation très restreinte des règles structurelles dans le cadre linéaire induit une relation de prouvabilité beaucoup plus raffinée. Le seul travail dans cette direction a été [NST18] qui a montré qu’un fragment de $\mu MALL$ avec une comptabilisation explicite des dépilages de points fixes est équivalent à $\mu MALL^{ind}$. L'étude de la relation de prouvabilité des systèmes $\mu MALL$ n’est pas seulement un défi mathématique ; elle a des ramifications et conséquences extrêmement profondes. $\mu MALL^{ind}$ a été établi comme une fondation pour le model checking et les situations classiques de “model checking” sont réduites à la prouver des séquents de $\mu MALL^{ind}$ [HM19]. D’autre part, comme nous le verrons dans la section suivante, les formules $\mu MALL$ constituent un système de types naturel pour les programmes (co)récursifs. Un important problème de décision en théorie des types est le problème d’habilitation du types qui demande, étant donné un type $\tau$ et un environnement de type $\Gamma$, s’il existe un programme $M$ tel que $M$ est de type $\tau$ par rapport à $\Gamma$. Ceci est exactement équivalent à la prouvabilité de la séquence $\Gamma \vdash \tau$. Par conséquent, la décidabilité et la complexité de la prouvabilité des systèmes $\mu MALL$ sont des questions importantes du fait de leurs conséquences.

Il existe une différence flagrante entre la sémantique d'énumération des systèmes $\mu MALL$ (telle que la sémantique cohérence) et la sémantique de vérité (telle que l’algèbre de Boole pour $LJ$ et l’algèbre de Heyting pour $LJ$). La sémantique d'énumération interprète les formules ainsi que leurs preuves, préservant ainsi leur contenu calculatoire. En revanche, la sémantique de vérité est une interprétation plus grossière qui met sur un pied d'égalité toutes les preuves d’une même formule et n’interprète que les formules. La sémantique des phases est une sémantique de vérité pour la logique linéaire qui permet d’exprimer des invariants forts de la prouvabilité de la logique linéaire et a notamment été utilisée pour prouver des résultats de décidabilité [La97, DM04] et des résultats d’admissibilité de coupures [Oka96, Oka99]. On peut imaginer approcher la conjecture de Brotherston-Simpson dans le cas de $\mu MALL$ sémantiquement i.e. trouver des modèles de preuves $\mu MALL^{\Leftrightarrow}$ qui ne sont les interprétations d’aucune preuve $\mu MALL^{ind}$.

Pour résumer, la conjecture de Brotherston-Simpson est une question profonde qui se trouve au cœur de la théorie des preuves non bien fondée et, dans le cas de $\mu MALL$, particulièrement difficile. Afin de la prouver ou de la réfuter, on peut utiliser des techniques de complexité et de sémantique. Ainsi, la complexité de la prouvabilité et la sémantique de vérité de divers systèmes de $\mu MALL$ est une étape importante vers la résolution de cette conjecture.

Une idée centrale en logique est l’isomorphisme de Curry-Howard qui établit une correspondance à trois niveaux entre la logique et la programmation fonctionnelle :

- les formules ↔ les types.
- les preuves ↔ les programmes
- normalisation/des coupures-élimination ↔ calcul.

Une des utilisations significatives de cette correspondance est que l'on peut extraire un système de preuve isomorphe à un langage de programmation typé et raisonner sur ce système plutôt que directement sur les programmes. Typiquement, on peut exprimer logiquement des conditions telles que la terminaison, l’absence d’impasse, la sécurité, etc. Inversement, on peut partir d’un système de preuve connu et faire de la rétro-ingénierie sur un langage de programmation isomorphe avec de bonne garanties [Har16].

En programmation fonctionnelle, le calcul sur des structures de données définies inductivement se fait généralement par récursion. Les programmes corécursifs sont une généralisation de cette approche pour tenir compte des structures de données infinies, du calcul parallèle, des prédicats communicants concurrents, du calcul sur des flux de données, etc. L'état de l'art actuel est que plusieurs assistants de preuve tels que Agda et Coq ont commencé à supporter les programmes coinductifs. Pour les programmes récursifs, la terminaison est garantie par le fait que le programme est typable. Pour les programmes corécursifs, la terminaison est remplacée par la productivité : bien que la terminaison du calcul ne soit pas garantie, des préfixes arbitrairement grands du résultat peuvent néanmoins être calculés en un nombre fini d'étapes. Les langages supportant la corécursion utilisent traditionnellement un verificateur de type strict qui vérifie une condition de garde syntactique. La productivité étant indécidable, les conditions de garde décidables sont toujours une sous-approximation de l’ensemble de tous les programmes productifs. Par conséquent, la garde est généralement une condition suffisante mais non nécessaire pour assurer la productivité. Cependant, les conditions de garde actuelles sont trop restrictives - elles rejettent trop de programmes productifs - et trop rigides.
- il peut être non trivial de reformuler des programmes productifs non gardés sous forme gardée. Naturellement, la conception de conditions de garde réalisables qui peuvent accepter de plus en plus de programmes productifs est un domaine de recherche important. Grâce à l’isomorphisme de Curry-Howard, on peut imaginer utiliser la théorie de la preuve de \( \mu \text{MALL} \) pour y parvenir, la condition de progression (ou de validité) correspondant à la condition de garde. La condition de progrès peut en effet être étendue pour prendre en compte de plus grandes classes de programmes productives (par conséquent, de programmes) en utilisant des fils rebondissants \[BDKS22\]. Cependant, une condition de progression formulée à l’aide de fils rebondissants n’est pas robuste sous une permutation triviale des règles d’inférence.

Les réseaux de preuves \[Gir87a\] sont un formalisme de preuve qui quotiente cette équivalence exacte. Un proof-net peut être vu comme un graphe dont les nœuds sont des règles d’inférence, qui ne sont donc pas ordonnées, et par conséquent moins séquentielles que les preuves du calcul de séquent. Comme ils sont canoniques, les réseaux de preuves sont bien adaptés pour représenter le calcul. Par conséquent, nous pensons que les réseaux de preuves sont le cadre approprié pour traiter la condition de progression des fils rebondissants. Comprendre l’impact de ces permutations et la façon de les quotenter correctement est une motivation profonde pour notre étude des réseaux de preuves pour \( \mu \text{MALL}\). Nous voulons profiter de la canonicité des réseaux de preuves pour améliorer la dynamique des dérivation non bien fondée quant à l’élimination des coupures.

Pour résumer, les conditions de garde pour assurer la productivité peuvent être améliorées en prenant la motivation des conditions de progrès relaxées dans la théorie non bien fondée. Cependant, ces conditions de progrès relaxées ne sont pas robustes en cas de permutation des règles d’inférence et bénéficieront donc de l’étude de la dynamique des réseaux de preuves non bien fondés.

Cette thèse est divisée en trois parties. La première partie est une revue du contexte et de la littérature pertinente. Les deuxième et troisième parties contiennent les contributions originales de l’auteur.

- Chapitre 2 : nous exposons les outils techniques et conceptuels qui seront très utiles tout au long de la thèse.

- Chapitre 3 : nous introduisons le sujet de la théorie de la preuve et discutons de divers aspects de la logique linéaire. Dans les Section 3.2 et Section 3.3, nous discutons respectivement le calcul de séquents et la sémantique de vérité de la logique linéaire. Dans la Section 3.4, nous discutons de diverses propriétés des preuves en logique linéaire telles que l’élimination des coupures et la focalisation. Enfin, dans la Section 3.5, nous discutons de la syntaxe parallèle de la logique linéaire dans le fragment multiplicatif sans unité.

- Chapitre 4 : il sert d’introduction formelle à la logique linéaire des points fixes et donne un aperçu de certains résultats récents (et moins récents). Dans la Section 4.1, nous établissons la syntaxe de \( \mu \text{MALL} \) et la notion particulière de sous-formulæ dans ce contexte. Dans la Section 4.2, nous présentons les trois systèmes de preuve pour \( \mu \text{MALL} \) et comparons leur expressivité relative dans la Section 4.3. Nous discutons de la propriété de focalisation de ces systèmes dans la Section 4.4. Enfin, dans la Section 4.5, nous discutons brièvement des résultats d’élimination des coupures pour ces systèmes et de leurs conséquences.

Dans la deuxième partie, notre objectif est d’étudier la relation de prouvabilité complexe susmentionnée de divers systèmes de \( \mu \text{MALL} \). En particulier, nous étudions la sémantique de vérité de ces systèmes et la complexité du problème de décision “Cette formule est-elle prouvée ?”. Cette partie se compose de deux chapitres (essentiellement indépendants).

- Chapitre 5 : dans ce chapitre, nous nous consacrons à la sémantique des phases de \( \mu \text{MALL} \). Dans Section 5.1, nous établissons une sémantique de phase correcte et complète pour \( \mu \text{MALL}^{\text{ind}} \). Comme d’habitude, cela nous donne une admissibilité de la règle de coupure (non effective) par une technique due à \[Oka96, Oka99\]. Par conséquent, ceci sert de preuve alternative de l’admissibilité de la coupure \( \mu \text{MALL}^{\text{ind}} \). Dans la Section 5.2, nous introduisons une famille de calculs infiniment ramifiés bien fondés pour \( \mu \text{MALL} \) qui bénéficient d’une sémantique de phase très naturelle. Ceci sert de pont vers l’exploration de la sémantique de phase des calculs circulaires et non bien fondés que nous discutons dans la Section 5.4.


Chapitre 6 : Dans ce chapitre, nous explorons les problèmes de décision sur les différents systèmes de $\mu MALL$ c'est à dire le problème de décider si une formule donnée (ou, de manière équivalente, un séquent) est prouvée. Nous réduisons le problème de l'atteignabilité dans diverses machines à compteur à ces questions. Par conséquent, nous pouvons calculer la complexité précise de ces questions. Les résultats sont techniquement intéressants car ils s'appuient sur des applications non triviales de la focalisation. Ils ont également des implications profondes : ils permettent de séparer les systèmes comme des ensembles de théorèmes. Dans la Section 6.1, nous présentons les machines à compteur pertinentes et explorons leurs liens avec la logique linéaire. Dans la Section 6.2, nous montrons que $\mu MALL^*$ est indécidable (par conséquent, $\mu MALL^{ind}$ et $\mu MALL^\infty$ le sont aussi) et que le problème de prouvabilité pour le fragment sans connecteur & de $\mu MALL^*$ est équivalent le problème de prouvabilité pour $MELL$. Dans la Section 6.3, nous obtenons des bornes inférieures sur la prouvabilité de $\mu MALL^\infty$, ce qui nous aide finalement à montrer que $\mu MALL^{ind}$ prouve un ensemble de théorèmes strictement plus grand que $\mu MALL^{\omega}$. Nous montrons cela et construisons l’argument dans la Section 6.4.

De nombreuses parties de ce chapitre sont basées sur la publication [DDS22].

Le but de la troisième et dernière partie est de développer un formalisme de proof-net (i.e. une syntaxe parallèle) pour le calcul non-wellfounded de $\mu MALL$. Alors que les réseaux de preuves ont une théorie satisfaisante pour le fragment multiplicatif sans unité de la logique linéaire, leur extension aux additives [JDNM11, Gir96], aux unités multiplicatives [HH16] et aux exponentielles [dC18] est plus compliquée. Par conséquent, nous nous concentrerons sur le fragment multiplicatif sans unités. Nous développons progressivement la théorie des réseaux $\mu MALL^\infty$ (ou infinites). Une composante importante des infinites sont les "axiomes infinis" : de même que les axiomes habituels contiennent l'information de savoir quelles formules aboutissent dans quelle feuille de l'arbre de preuve, les axiomes infinis contiennent l'information de savoir quelles formules aboutissent dans quelle branche infinie de l'arbre de preuve non bien fondé. Nous avons choisi de travailler avec une présentation algébrique due à Curien [Cur06] au lieu de la présentation graphique habituelle des réseaux de preuves. Bien que ce choix de conception puisse sembler insignifiant, il est crucial lorsqu'il s'agit de modéliser des axiomes infinis. Cette partie se compose de trois chapitres basés sur [DS19, DPS21] et développe de nouveaux matériaux qui sont jusqu’ici inédits :

Chapitre 7 : dans ce premier chapitre, nous rappelons d’abord les réseaux de preuves MLL via une présentation algébrique due à Curien [Cur05], dans la Section 7.1. Dans les réseaux de preuves non bien fondés, il est nécessaire de connecter les nœuds par des chemins infiniment longs. Pour formaliser de tels concepts dans la théorie des graphes infinitaires, une machinerie topologique lourde est nécessaire. Nous sacrifions la clarté visuelle des graphes pour considérer les réseaux de preuves non bien fondés (ou infinites) dans la présentation algébrique. Dans la Section 7.2, nous améliorons directement cette présentation pour développer des réseaux de preuves pour le fragment finitaire de $\mu MALL^\infty$ (viz. $\mu MALL^\star$). Nous revenons brièvement à la présentation graphique des réseaux de preuves dans la Section 7.3 pour discuter des réseaux de preuves pour $\mu MALL^{ind}$ et $\mu MALL^{\omega}$. Dans la Section 7.4, nous discutons de manière semi-informelle des différents pièges de l'adaptation des réseaux au cadre non bien fondé et des diverses constructions apparaissant dans le prochain chapitre.

Chapitre 8 : dans ce chapitre, nous décrivons la première classe véritablement infinie de réseaux de preuves $\mu MLL$. Nous considérons un fragment de $\mu MLL^\infty$ viz. celui qui n’a pas trips. Dans la Section 8.1, nous formalisons ce fragment de $\mu MLL^\infty$. Dans la Section 8.2, nous définissons la notion appropriée de réseaux de preuves pour ce fragment en généralisant les réseaux de preuves du chapitre précédent. Le caractère non bien fondé pose plusieurs problèmes, dont l’un est une condition de correction plus complexe. Cette condition de correction est introduite, et on montre qu'elle est complète par rapport à la séquentialisation dans la Section 8.3. Dans la Section 8.4, nous montrons que les objets que nous définissons sont effectivement canoniques. Enfin, dans les Section 8.5 et Section 8.6, nous restreignons et généralisons respectivement cette classe de réseaux de preuves non bien fondées. La Section 8.5 considère un fragment finiment présenté et prouve certains résultats de décidabilité et des connexions avec les preuves circulaires. Dans la Section 8.6, nous introduisons des réseaux de preuves généraux non bien fondés qui contiennent potentiellement des objets correspondant à des voyages.

Chapitre 9 : Dans ce chapitre, nous étudions la dynamique des réseaux infinis. Nous avons étudié la dynamique des $\mu MLL^*$ réseaux de preuves dans la Section 7.2. Puisque les règles d’inférence sont les mêmes pour $\mu MLL^*$ et $\mu MLL^\infty$, les règles de réduction pour les infinis sont...
un sur-ensemble des règles de réduction $\mu\text{MLL}^*$ réseaux de preuves. Dans la Section 9.1, nous traitons les réseaux infinis comme un système de réécriture métrique. Nous devinons d’abord la forme normale (big step) et montrons ensuite qu’une séquence de réduction infinie de petits pas converge vers le résultat à grand pas à la limite. Pour deviner la limite, on doit sacrifier une certaine structure viz. $\eta$-expanser tous les axiomes rendant le calcul sans atomes. Dans la Section 9.1, nous traitons les infinets simples en toute généralité. Cependant, notre preuve n’est pas complètement indépendante du calcul des séquents. En effet, pour obtenir les limites des séquences de réductions infinies, nous passons par un résultat d’élimination des coupures en calcul des séquents que nous prouvons dans la Section 9.2.

Enfin, nous concluons en indiquant des directions futures dans le Chapitre 10.
Chapter 1

Introduction

Fixed points and linear logic

The fixed point of a function $F$ is a value $x$ such that $F(x) = x$. Theorems implying that certain kinds of functions have at least one fixed point have far-reaching implications in computer science. We provide two illustrative examples. The existence of a solution of a non-cooperative game involving two or more players (or *Nash equilibrium* [Nas50]) relies on fixed point theorems involving functions over convex compact subsets of $\mathbb{R}^n$. In programming language theory, the semantics of recursive function relies on fixed point theorems involving functions over lattices [Kil73, Sco70].

In logic, fixed points were first introduced to capture inductive definitions [Acz77] which predates its first application in computer science as an expressive database query language [AU79]. In order to define the language of a fixed point logic, one introduces explicit fixed point construct(s) and takes the closure under these construct(s) thus obtaining a richer language. For example, a popular choice is two operators $\mu$ and $\nu$ which are duals of each other and depict the least and greatest fixed points respectively. Over the years, fixed point logics have been studied from various motivations:

1. Perhaps, the most well-known is the (multi)modal $\mu$-calculus [Koz88, Wal94, Niw97] (the extension of basic modal logic $K$ with least and greatest fixed point operators). Introduced by Scott and Bakker in an unpublished manuscript, the logic has been historically studied in formal methods and verification community [CGP99].

2. First order logic extended with various fixed point operators has been extensively explored in finite model theory [Lib04]. In particular, they seem to recur in descriptive complexity, a seminal result being that the properties that can be expressed in first-order logic with a least fixed point operator are exactly those which can be checked $\text{PTIME}$. 

3. Another relevant case study is that of Kleene Algebra (and its extensions) where fragments of the Lambek calculus are extended by a ‘Kleene star’ modelling iteration. Such theories have received axiomatisations that have been proved complete (over relational and language models) [Koz91, Kro91, Bru20, DP18].

4. Finally, intensional modelling of inductive and coinductive reasoning has been studied using various fixed point logics [Pau97, San02, BM07]. These works provide an alternate paradigm to Martin-Löf’s inductive predicates [ML75, Bro05, BS10] for similar pursuits.

Proof theory is one of the main branches of mathematical logic. Its original purpose was to secure the consistency of mathematics by finitary methods. This was part of Hilbert’s program; the main goal was to show the correctness of mathematics using formal deductibility by means of a consistency proof. Subsequently, it has broadened into the study of formal deduction systems in general from various other motivations. Naturally, proof theory is syntactic in nature, in contrast to model theory, which is semantic in nature. Our deductive system of choice is the sequent calculus.

In order to design sequent calculi for fixed point logics, there are some fundamental design choices to be made. For instance, one can employ inference rules that explicitly express the (co)induction invariant (*cf.* Figure 1.1).
The cut-elimination theorem is the backbone of modern proof theory. Its central position is illustrated by the fact that three fundamental properties of formal logic follow quite directly from this single theorem:

- Subformula property: this means that deductions are modular in the sense that every provable formula $\varphi$ can be established by a proof in which only subformulas of $\varphi$ appear.
- Consistency of the logic: this means that the logic is meaningful in the sense that it does not prove the falsity or equivalently does not prove a formula and its negation.
- Completeness theorem: a formula can either be proved or refuted.

However, sequent calculi with explicit (co)induction do not have the subformula property in spite of enjoying cut-elimination. In fact, it is generally accepted that we do not have true cut elimination for any logic equipped with a theory of inductive definitions [ML71]. This poses a major challenge when it comes to proof search since one has to essentially guess induction invariants. A more robust and natural alternative formalisation of inductive reasoning is implicit induction, which avoids the need for explicitly specifying (co)induction invariants. This formalism generally recovers true cut elimination but at the cost of infinitary axiomatisation of the fixed points.

There are two approaches to implicit (co)induction. The first approach is to consider a Tait-style system i.e. infinitary wellfounded derivations which use a so-called $\omega$-rule (cf. Figure 1.2) with infinitely many premises of finite approximations of a fixed point. Such rules arise in various areas of logic, notably as Carnap’s rule [Car37] in arithmetic. A complete Tait-style system has been proposed for fixed point logics viz. for the $\mu$-calculus [Koz88] and star-continuous action lattices [Pal07] (where the $\omega$-rule construes the Kleene star as an $\omega$-iteration of finite concatenations).

The second approach is to define a non-wellfounded and/or a circular proof system with finitely branching inferences [NW96, San02, DP17]. Such systems potentially admit greater proof-theoretic expressivity while, at the same time, reinforcing connections between these logics and automata theory. Moreover, as explained in later sections they are instrumental in checking the correctness of (co)inductive programs. However, when considering all possible non-wellfounded derivations (aka pre-proofs), the resulting system is inconsistent. In particular one can derive the empty sequent.

Therefore, a global progress criterion is imposed to sieve the logically valid proofs from the unsound ones. Typically, it requires that every infinite branch is supported by some thread tracing some formula in a bottom-up manner and witnessing infinitely many progress points of a coinductive property. Furthermore, in this non-wellfounded setting, termination of the cut-elimination procedure shall be replaced by productivity i.e. that arbitrarily large prefixes of the result can be computed in a finite number of steps. The aforementioned progress condition is a sufficient, but non-necessary, condition for the productivity of cut-elimination. The cut-elimination dynamics for least/greatest fixed point rules is much simpler in the non-wellfounded setting and it restores the subformula property, making non-wellfounded proofs more suitable to automated proof search.
On the other hand, on account of their infinitude, non-wellfounded proofs have two major drawbacks. Firstly, they cannot be communicated or checked in finite time; and, secondly, in order to be used in an automated theorem prover or a proof assistant, we need finitely representable proof objects. Consequently, we consider a fragment of non-wellfounded derivations viz. that of derivation trees with finitely many distinct subtrees, known as circular, or cyclic, derivations. Therefore, instead of giving an infinite proof, we give a finite description of an infinite proof, formulated in the meta-theory. Note that computationally this is a strict fragment since because there is an uncountable number of infinite proofs and any system of finite representation is countable.

The setting of this thesis is \( \mu \text{MALL} \), the extension of (multiplicative additive) linear logic by least and greatest fixed point operators. Coming back to \( \mu \text{MALL} \), three systems have been studied in the literature: \( \mu \text{MALL}^{\text{ind}} \) (based on explicit (co)induction), \( \mu \text{MALL}^{\infty} \) (based on non-wellfounded reasoning) and \( \mu \text{MALL}^{\circ} \) (based on circular reasoning). Girard [Gir87a, Gir95] reverse-engineered linear logic from the coherence space semantics of System F. In that sense, it is a proto-categorical logic. On the structural proof-theory side, it is i) a substructural logic (i.e. the usage of structural rules such as weakening and contraction is restricted) and consequently (ii) a resource conscious logic (i.e. one is concerned about how many times an axiom is being used in a proof). In other words, the sequents \( \vdash a \) and \( \vdash a, a \) are indeed different, giving the logic the ability to count. Interestingly, Lambek [Lam58] was already using linear fragments of logic as early as 1958 in order to parse sentences in natural languages; a formal connection between Lambek calculus and linear logic was observed in [Abr80]. Resource consciousness provides a unique expressiveness to fixed point logics but also gives rise to unique challenges to their study.

\[
\text{Fixed point theory is omnipresent in computer science notably in logic. Designing deductive systems for fixed point logics is a difficult but rewarding task.}
\]

**Expressivity of the various systems**

Brotherston and Simpson conjectured that (in the setting of Martin L"of’s inductive definitions) circular proofs derive the same statements as finitary proofs with explicit induction. The so-called **Brotherston-Simpson conjecture** remained open for about a decade until Berardi and Tatsuta [BT17a, BT19] answered it negatively for the general case. On the other hand, if the logic contains arithmetic, the conjecture is known to be true; proved independently by [Sim17] and [BT17b].

Note that the Brotherston-Simpson conjecture is heavily dependent on the base logic since the availability of structural rules or modal constructs induce subtle differences. For instance, the modal \( \mu \)-calculus coincides on all systems. On the other hand, in Kleene Algebras, which is a substructural logic, the wellfounded, circular, and Tait-style systems are indeed different [Bus06, DP17, Kuz18]. In terms of expressivity, \( \mu \text{MALL} \) can be seen as an amalgamation of the properties of \( \mu \)-calculus and Kleene Algebras. Like Kleene Algebras, \( \mu \text{MALL} \) is also ‘resource-conscious’ (indeed, Kleene Algebra and extensions are just fragments of a non-commutative \( \mu \text{MALL} \)); and like the \( \mu \)-calculus, \( \mu \text{MALL} \) also allows for unrestricted interleaving of fixed points.

Consequently, for \( \mu \text{MALL} \), the problem is rather difficult. The very restricted use of structural rules in the linear setting induces a much more refined provability relation. The only work in this direction has been [NST18] which showed that a fragment of \( \mu \text{MALL}^{\circ} \) with explicit book-keeping of fixed point unfoldings is equivalent to \( \mu \text{MALL}^{\text{ind}} \). Studying the provability relation of \( \mu \text{MALL} \) systems is not just a mathematical challenge; it has deep ramifications. \( \mu \text{MALL}^{\text{ind}} \) has been established as a foundation for model checking and classical model checking situations are reduced to proving \( \mu \text{MALL}^{\text{ind}} \) sequents [HM19]. On the other hand, as we will see in the next section \( \mu \text{MALL} \) formulas are a natural type system for (co)recursive programs. An important decision problem in type theory is **type inhabitation**, which asks, given a type \( \tau \) and a typing environment \( \Gamma \), does there exist a program \( M \) such that \( \Gamma \vdash \tau \)? This is exactly equivalent to the provability of the sequent \( \Gamma \vdash \tau \). Therefore, the decidability and complexity of the provability of \( \mu \text{MALL} \) systems are important questions.

Investigating the semantics of fixed point logics has been incredibly fruitful: in particular, [AL13], building on [NW96], in the case of the \( \mu \)-calculus, [DBHS16], building on [DHL06], in the case of temporal logic, and [DDP18], building on [DP17], in the case of Kleene algebra. We note that this is the style of truth semantics which, as opposed to denotational semantics, equates all proofs of
the same formula; hence only interprets formulas. Categorical semantics of the additive fragment of \( \mu \text{MALL} \) have been studied in [San02]. More recently, coherence space semantics have been studied for \( \mu \text{MALL}^{\text{ind}} \) [EJ21] (preliminary results [EJS21] on \( \mu \text{MALL}^{\text{co}} \) have also been obtained). There is a stark difference between these denotational semantics for the \( \mu \text{MALL} \) systems and the aforementioned truth semantics of \( \mu \)-calculus, temporal logic, and Kleene Algebra. Denotational semantics interpret formulas as well as their proofs thereby preserving their computational content. On the other hand, truth semantics is a coarser interpretation that equates all proofs of the same formula and only interprets formulas. Phase semantics is a truth semantic for linear logic that allows for expressing strong invariant of linear logic provability and has been notably used to prove decidability results [Laf97, DM04] and cut admissibility results [Oka96, Oka99]. One can imagine approaching the Brotherston–Simpson conjecture in the case of \( \mu \text{MALL} \) semantically i.e. coming up with models of \( \mu \text{MALL}^{\text{co}} \) proofs that are not the interpretations of any \( \mu \text{MALL}^{\text{ind}} \) proofs.

Studying the provability relation \textit{viz.} the decidability and truth semantics of fixed point logics is an extremely important topic.

**Proof-nets for corecursive programs**

A central idea in logic is the Curry-Howard isomorphism that establishes a three level correspondence between logic and functional programming:

- formulas \( \leftrightarrow \) types
- proofs \( \leftrightarrow \) programs
- normalisation/cut-elimination \( \leftrightarrow \) computation.

One of the significant uses of this correspondence is that one can extract an isomorphic proof system from a typed programming language and reason on that system instead of directly on programs. Typically one can logically express conditions such as termination, deadlock-freedom, security, and so on. Conversely, one could start from a known proof system and reverse-engineer an isomorphic programming language with good safety nets [Har16].

In functional programming, computation over inductively defined data structures is usually done by recursion. Corecursive programs are a generalisation of this approach to account for infinite data-structures, lazy computation, concurrent communicating predicates, computation on streams of data, etc. Dating back at least Bird [Bir84] (who credits John Hughes and Philip Wadler), corecursion was developed in the concurrency and functional programming communities throughout the late ’80s and ’90s [Hag87, All89, MT91]. This sparked interest in the metatheory of corecursion with several foundational works formalising coinduction [BM96, MD97, Geo92, RT92]. In particular, infinite data structures were investigated in proof assistants [LPM94, Coq94, Fro95] and coinductive proofs were mechanised in higher-order logic (HOL) [Pau97]. The current state-of-the-art is that several proof assistants such as Agda and Coq have started supporting coinductive programs.

For recursive programs, termination is guaranteed by the fact that the program is typable. For corecursive programs, termination is replaced by productivity: while the computation is not guaranteed to terminate, arbitrarily large prefixes of the result can nonetheless be computed in a finite number of steps. Languages supporting corecursion traditionally employ a strict type checker that checks for a guard condition. Productivity is undecidable hence decidable guard conditions are always an under-approximation of the set of all productive programs. Therefore, guardedness is usually a sufficient but not necessary condition to ensure productivity. However, current guard conditions are too restrictive (i.e. they reject too many productive programs) and are too rigid (i.e. it can be non-trivial to reshape unguarded productive programs in guarded form). Naturally, designing tractable guard conditions that can accept more and more productive programs is an important area of research.

In Figure 1.3, we consider several Coq coinductive definitions of functions from natural numbers to infinite lists of natural numbers (a.k.a. streams), which have seemingly minuscule syntactic differences, nevertheless have wildly varying behaviour. We recall that for coinductive types in Coq, the syntactic form of definitions is similar to inductive types with just the keyword CoFixpoint instead of Fixpoint to trigger the correct guard condition [Coq].

[Chapter 1]
CoFixpoint f0 (n : nat) : Stream := Cons n (f0 (n+1)).
CoFixpoint f1 (n : nat) : Stream := let s := f1 (n+1) in 
Cons n (match s with Cons h t ⇒ Cons h t end).
CoFixpoint f2 (n : nat) : Stream := let s := f2 (n+1) in 
(match s with Cons h t ⇒ Cons n (Cons h t) end).
CoFixpoint f3 (n : nat) : Stream := let s := f3 (n+1) in 
(match s with Cons h t ⇒ Cons h (Cons n t) end).

Figure 1.3: Some productive and non-productive definitions

- f0 is the only valid Coq coinductive definition; \(f0\ n\) computes the stream \(n::n+1::n+2:\ldots\).
- \(f1\) is a productive term, even though it is rejected by Coq type-checker as it fails to pass its guard condition. It computes the same stream as \(f0\).
- \(f2\) is not productive, but one could introduce a commutation rule: \(\text{match e1 with } p \Rightarrow \text{Cons } (h, t) \rightsquigarrow \text{Cons } (h, \text{match } e1 \text{ with } p \Rightarrow t)\) (if pattern \(p\) does not occur free in \(h\) and symmetrically with \(t\)) to make it so; it is then equivalent to \(f1\).
- \(f3\) is not productive: producing the first element of \(f3\ n\) requires to already have produced the first element of each stream \(f3\ k\) for \(k > n\).

Therefore the broad goal is as follows.

- extend the guard condition so that more programs are accepted;
- provide a more canonical representation of programs so that productivity is more robust.

Proof theory of fixed point logics can tell us about the computational behaviour of these programs: following the guiding principles of the Curry-Howard correspondence, (co)inductive types can be encoded as \(\mu\text{MALL}\) formulas, and (co)recursive programs as \(\mu\text{MALL}^\circ\) circular proofs. In the context of circular sequent proofs, \(\mu\text{MALL}\) is the only logic which has enjoyed an intensional investigation (extensional studies of circular proofs are more traditional since their inception [SS02, SD03, Bro05]). Another natural candidate would be intuitionistic natural deduction with fixed points, but the advantage of \(\mu\text{MALL}\) is that it is rich enough to encode many types purely logically. For example, inductive types such as natural numbers and lists can be encoded with a least fixed point.

\[
\begin{align*}
N & = \mu x.1 \otimes x ; \\
\mathbb{L}N & = \mu x.1 \oplus (N \otimes x)
\end{align*}
\]

Every proof \(\pi_n\) of \(N\) represents a natural number \(n\), where the least fixed point is unfolded \(n + 1\) times in \(\pi_n\). Analogously, a Church numeral \(\lambda f.\lambda x.f^n(x)\) represents \(n\), the number of applications of \(f\). On the other hand, coinductive types such as streams of natural numbers can be encoded with a greatest fixed point \(S = \nu y.N \otimes y\). Indeed, one can encode the coinductive programs in Figure 1.3 as \(\mu\text{MALL}^\circ\) proofs of \(N \vdash S\), as shown in Figure 1.4: \(\Phi_0\), \(\Phi_1\), \(\Phi_2\), and \(\Phi_3\) represent \(f0\), \(f1\), \(f2\) and \(f3\) respectively. To compute the value of \(f1(n)\) one would need to consider the proof obtained by cutting \(\Phi_i\) with \(\pi_n\) for \(i \in \{1, 2, 3, 4\}\).

\[
\begin{array}{c}
\pi_n \\
\Phi_i
\end{array} \quad \Rightarrow \quad \\
\vdash N \quad \vdash S \quad \text{(cut)}
\]

This induces an infinite cut-reduction sequence. For the productivity of the cut-elimination procedure, the progress condition on \(\Phi_i\) plays a crucial role. It acts as a sort of guard condition for productivity. Naturally, \(\Phi_0\) is progressing but the rest are not and indeed, by the cut-elimination result of [BDS16], \(\Pi^n_0\ converges\) to a proof of \(S\) for all \(n\). Naturally, the condition is sufficient but not necessary for productivity. In fact, it can be relaxed to account for more proofs: [BDKS22] defines a bouncing thread progress condition that generalises the usual progress condition but ensures productivity of cut-elimination. In particular, \(\Phi_1\) satisfies the bouncing thread progress condition and \(\Pi_1\ converges\) to a proof of \(S\).
On the other hand, every derivation that is reached by reduction sequence from \( \Pi^\infty_1 \) will have a cut as its last inference. Hence, cut cannot be eliminated from \( \Pi^\infty_1 \), it is a non-productive computation. Interestingly, the difference between \( \Phi_1 \) and \( \Phi_2 \) is limited to the relative order of the \((\nu_r) (\otimes)\) inferences and the \((\nu_r) (\otimes)\) inferences in Figure 1.4 but this subtle difference is profound enough to for cut-elimination in \( \Pi^\infty_1 \) to be productive and in \( \Pi^\infty_2 \) to be non-productive.

This phenomenon is related to the fact that the sequent calculus for LL is non-canonical: a LL proof may be reduced to two cut-free proofs \( \pi \) and \( \pi' \) which are different but guaranteed to be equal up to irrelevant permutations of inference rules. Normalisation for LL sits thus in the middle between classical sequent calculus \( \mathcal{L}K \) — in which a proof (Lafont’s critical pair) can be reduced to any two proofs of the same sequent and natural deduction [Pra65, Gir87a] or \( \lambda \)-calculus [CR36] normalisation which are confluent. In other words, the permutations are denotationally trivial i.e. \([\pi_1] = [\pi_2]\) in any semantics. The non-canonicity of sequent calculus manifests itself more critically in \( \mu\text{MALL}^\infty \): as discussed above productivity of cut-elimination is not preserved by infinite permutative equivalence [BDKS22]. Therefore the desideratum is a proof paradigm \( \mathcal{P} \) such that:

- The Curry–Howard correspondence is preserved. In particular, there is a map \( \text{Rep} \) that takes \( f_1, f_2, n \) to objects in \( \mathcal{P} \).
- \( \text{Rep}(f_1) = \text{Rep}(f_2) = K \).
- Cut elimination productive in \( K \) cut against \( \text{Rep}(n) \) for all \( n \).
Semantically, this desideratum is justified: since denotation is preserved by normalisation we have $[\Phi_1] = [\Pi_1]$. Therefore, $[\Pi_1] = [\Phi_2]$ hence asserting that $K$ cut against $Rep(\alpha)$ is productive is justified.

Proof-nets [Gir87a] were devised to achieve exactly this. A proof-net can be seen as a graph whose nodes are inference rules, which are thus not ordered, and consequently less sequential than sequent calculus proofs. As they are canonical, proof-nets are well-suited to represent computation. Consequently, we believe that proof-nets are the proper framework for dealing with the bouncing thread progress condition. Understanding the impact of those permutations and how to quotient them properly is a deep motivation for our investigation of proof-nets for $\mu\text{MLL}^\infty$: we aim at benefiting from the canonicity of proof-nets to improve the dynamics of non-wellfounded derivations $\text{wrt.}$ cut-elimination.

To sum up, guard conditions for ensuring productivity can be improved by taking motivation from relaxed progress conditions in non-wellfounded proof theory. However, these relaxed progress conditions are not robust under permutation of irrelevant inference rules and will therefore benefit from the study of the dynamics of non-wellfounded proof-nets.

**Contribution of the thesis**

The elevator pitch of this thesis is as follows.

Linear logic with fixed points has an intricate provability relation and the study of its computational content can be done much more systematically in the framework of proof-nets.

Naturally, this thesis is split into two parts. In the first part, we study the aforementioned intricate provability relation of various systems of $\mu\text{MALL}$. In the second part, we develop the theory of non-wellfounded proof-nets and go on to prove cut-elimination in that framework. Before developing these two parts containing our main contributions, we start with an introductory part which consists of three chapters:

- Chapter 2: we expose the technical and conceptual tools that will be very useful in the thesis.
- Chapter 3: a case is made for proof theory in logic and then we breeze through the most important ideas of linear logic.
- Chapter 4: serves as a formal introduction to linear logic with fixed points and a methodical survey of some recent (and not-so-recent) results.

**Part 1**

Our goal is to study the provability of the various systems of $\mu\text{MALL}$. In particular, we study the truth semantics of these systems and the complexity of the decision problem, “Is this formula provable?” This part consists of two (essentially independent) chapters:

- Chapter 5: we devise the phase semantics for $\mu\text{MALL}^{\text{ind}}$ and introduce a family of infinitely branching systems that enjoy cut admissibility. We conclude by discussing ideas to approach the phase semantics of $\mu\text{MALL}^\infty$ via these systems. This chapter is based on the publication [DJS22].
- Chapter 6: we show that the provability of $\mu\text{MALL}^\omega$ and $\mu\text{MALL}^\infty$ have different complexities; hence $\mu\text{MALL}^\infty$ is not conservative over $\mu\text{MALL}^\omega$. We also identify a fragment of $\mu\text{MALL}^{\text{ind}}$ that is provably equivalent to MELL whose decidability is open. This chapter is based on the publication [DDS22].
Part II

The goal of this part is to develop a proof-net formalism (i.e. a parallel syntax) for the non-wellfounded calculus of $\mu$MALL. While proof-nets have a satisfying theory for the unit-free multiplicative fragment of linear logic, their extension to additives [JDNM11, Gir96], multiplicative units [HH16] and exponentials [dC18] are more complicated. Consequently, we will concentrate on the multiplicative fragment without units viz. $\mu$MLL. We incrementally develop the theory of $\mu$MLL$^\infty$ proof-nets (or infinets). An important component of infinets are “infinite axioms”: Just as usual axioms encapsulate the information of which formulas end up in which leaf of the proof tree, infinite axioms encapsulate the information of which formulas end up in which infinite branch of the non-wellfounded proof tree. We choose to work within an algebraic presentation due to Curien [Cur06] instead of the usual graphical presentation of proof-nets. Although this design choice could seem insignificant, it is crucial when it comes to modelling infinite axioms. This part consists of three chapters based on [DS19, DPS21] and develops new material which is hitherto unpublished:

- Chapter 7: we introduce the proof-nets for $\nu$-free $\mu$MLL in the aforementioned algebraic presentation. Then, we revert back to the graphical presentation to develop proof-nets for $\mu$MLL$^{\text{ind}}$ and $\mu$MLL$^{\circ}$ and discuss ways to extend them to $\mu$MLL$^\infty$.

- Chapter 8: we develop $\mu$MLL$^\infty$ proof-nets as an extension of the nets introduced in the previous chapter and study their properties such as correctness and canonicity. We consider a finitely presentable fragment and discuss some extensions.

- Chapter 9: is the culmination of our development of the theory of non-wellfounded proof-nets where we obtain cut-elimination on these objects using techniques from the world of infinitary rewriting theory.
Chapter 2

Preliminaries

In this chapter, we will introduce some standard notions and notations that will be used throughout this thesis.

Formal language theory

In formal language theory, a language is a set of words and a regular language is a language that can be defined by a regular expression. Alternatively, a regular language can be defined as a language recognised by a finite state automaton. The equivalence of regular expressions and finite state automata is known as Kleene’s theorem. Fix a set $\Sigma$ called the alphabet.

Definition 2.0.1. The set of regular languages over $\Sigma$ is defined recursively as follows:

- The empty language $\emptyset$ is a regular language.
- For each $a \in \Sigma$, the singleton language $\{a\}$ is a regular language.
- If $A$ and $B$ are regular languages, then $A \cup B$ and $A \cdot B = \{ww' \mid w \in A, w' \in B\}$ are regular languages.
- If $A$ is a regular language, then $A^* = \{w_1 \cdots w_n \mid \forall i \in [n], w_i \in A\}$ (Kleene star) is also a regular language.

Definition 2.0.2. A finite state automaton $A$ is a 5-tuple $(Q, \Sigma, \Delta, q_0, F)$ where:

- $Q$ is a finite set of states.
- $\Sigma$ is a finite alphabet.
- $\Delta \subseteq Q \times \Sigma \times Q$ is a transition relation.
- $q_0 \in Q$ is the initial state.
- $F \subseteq Q$ is the set of final states.

We do not define the semantics of regular expressions and finite state automata. We denote the set of words accepted by a finite state automaton $A$ by $L(A)$. Clearly, $L(A) \subseteq \Sigma^*$, is the set of all finite words over $\Sigma$. We note that the notion of a finite state automaton is robust insofar as the expressiveness of finite state automata does not change with structural tweaks such as multiple initial states, epsilon transitions, non-determinism and so on. Similarly, regular languages are a robust notion insofar as they are closed under various operations such as intersection, complementation, prefix, and division. Let $A$ be a regular language and $w$ be a word. Then, $\overline{A} = \{u \mid \exists v. uv \in A\}$ and $w^{-1}A = \{u \mid wu \in A\}$ are called the prefix-closure of $A$ and division of $A$ by $w$ respectively are also regular.

Regular languages can be extended to infinite words. The infinite counterpart of the Kleene star is the $\omega$ operation: $A^\omega = \{w_1w_2w_3 \cdots \mid \forall i, w_i \in A\}$. The set of all infinite words over $\Sigma$ is therefore $\Sigma^\omega$.

Definition 2.0.3. An $\omega$-language $L$ is $\omega$-regular if it has one of the following forms:

- $A^\omega$ where $A$ is a regular language not containing the empty string.
• $A \cdot B$ where $A$ is a regular language and $B$ is an $\omega$-regular language.

• $A \cup B$ where $A$ and $B$ are $\omega$-regular languages

Automata over finite words can similarly be extended to infinite words. A Büchi automaton is defined exactly like a finite state automaton except it has different semantics. In particular, accepting runs are exactly those in which at least one of the infinitely often occurring states is final. Büchi’s theorem states that an $\omega$-language is recognised by a Büchi automaton iff it is $\omega$-regular. Note that although deterministic and non-deterministic finite state automata are equally expressive that is not the case for Büchi automata: here, the deterministic is strictly less expressive than non-deterministic.

We denote $\Sigma^\omega$ as the set of all finite and infinite words over $\Sigma$ i.e. $\Sigma^\omega = \Sigma^* \cup \Sigma^\omega$. Finally, a non-standard notation that will be used throughout this thesis: two words $w, w'$ are said to be disjoint if neither $w$ is a prefix of $w'$ nor $w'$ is a prefix of $w$.

(Infinites) Graph theory

A graph is a pair $G = (V, E)$ of sets such that $E \subseteq V \times V$. To avoid notational ambiguities, we shall always assume tacitly that $V \cap E = \emptyset$. The elements of $V$ are called the vertices or nodes of $G$ and the elements of $E$ are its edges. If we allow $E$ to be a multiset, then there can be more than one edge between two vertices. Such graphs are called multigraphs. We will now introduce some notions of infinite graph theory that will be useful in this thesis.

An infinite graph $(V, E)$ such that $V = \{x_i \mid i \in \mathbb{N}\}$ and $E = \{(x_i, x_{i+1}) \mid i \in \mathbb{N}\}$ is called a ray, and a double ray is an infinite graph $(V, E)$ such that $V = \{x_i \mid i \in \mathbb{Z}\}$ and $E = \{(x_i, x_{i+1}) \mid i \in \mathbb{Z}\}$. Thus, up to isomorphism, there is only one ray and one double ray. Note that in the context of infinite graphs, finite paths, rays and double rays are all called paths.

**Definition 2.0.4.** The subrays of a ray or double ray are said to be its tails.

Every ray has infinitely many tails, but any two of them differ only by a finite prefix. An interesting infinite graph is a comb which has one ray and infinitely many maximal finite paths. Figure 2.1 is a typical example.

An important concept in infinite graph theory is that of an end, which has no finite counterpart.

**Definition 2.0.5.** Let $G = (V, E)$ be an infinite graph. Two rays are considered equivalent if, for every finite set $S \subseteq V$, both have a tail in the same component of $G - S$. An end of a graph $G = (V, E)$ is an equivalence class of rays in $G$.

The ends of a tree are particularly simple: two rays in a tree are equivalent iff they share a tail. Therefore, the infinite complete binary tree has continuum many ends. On the other hand, although the comb in Figure 2.1 has infinitely many distinct rays, it has exactly one end.

**Definition 2.0.6.** A graph is said to be locally finite if all its vertices have finite degrees.

**Proposition 2.0.1.** A connected infinite graph contains a ray or is not locally finite.
Induction and Coinduction

A recursive datatype is the smallest set containing some founders and closed under certain operations, called constructors. \( \mathbb{N} \) is the simplest recursive type: it has one founder \( \mathbb{V} \) 0 and one unary constructor \( \mathbb{V} \) suc. Another example is \( \mathcal{L}_A \), the set of finite list over the type \( A \): it has one founder \( \mathbb{V} \) the empty list \( \mathbb{L} \) and one binary constructor \( \mathbb{V} \) :: such that if \( a \) is of type \( A \) and \( l \) is a list of type \( \mathcal{L}_A \), then \( a :: l \) is also a type of \( \mathcal{L}_A \).

One can do induction over recursive types which is called structural induction. The reason one can do induction over recursive types is that the relation which relates a recursively defined object \( x \) with those objects of which \( x \) was constructed, is wellfounded. Note that structural induction over \( \mathbb{N} \) is the usual notion of mathematical induction.

From a programming perspective, recursion is a technique to define a function over recursive datatypes by possibly invoking itself on the components of the constructors used to build data values. Most programming languages support recursion by allowing a function to call itself from within its own code. It has been proved in computability theory that recursion is expressive enough to write all programs that be can be written using constructs such as while and for.

Coming back to the example of lists, \( \mathcal{L}_A \) is the least fixed point of the function \( f \) where \( f \) is defined as \( f(X) = \mathbb{L} + A \times X \). What if we consider the greatest fixed point? In that case, we will obtain the set of finite and infinite lists over \( A \). Suppose we want to define the set of infinite lists over \( A \). It is not difficult to guess that it is the greatest fixed point of the function \( f \) where \( f \) is defined as \( f(X) = A \times X \). This is the informal idea behind corecursive datatypes, which can be construed as a dual of recursive types. In other words, a corecursive datatype is the greatest set closed under certain operations, called destructors. For example, \( \mathcal{L}_A^\omega \), the set of infinite lists over the type \( A \) has two destructors \( \text{hd} \) and \( \text{tl} \) such that if \( l \) is an infinite list of type \( \mathcal{L}_A^\omega \), then \( \text{hd}(l) \) of type of \( A \) and \( \text{tl}(l) \) is an infinite list of type \( \mathcal{L}_A^\omega \).

The mathematical dual of structural induction is coinduction. Instead of giving a formal definition, we will give an example of a proof by coinduction. We come back to our example of infinite lists. Assume that \((A, \leq)\) is a partially ordered set. Define the ordering \( <_{\text{lex}} \) on objects of \( \mathbb{L}_A^\omega \) as the maximum relation \( R \subseteq \mathbb{L}_A^\omega \times \mathbb{L}_A^\omega \) satisfying the following property: if \( \ell R \ell' \), then

1. \( \text{hd}(\ell) \leq \text{hd}(\ell') \), and
2. if \( \text{hd}(\ell) = \text{hd}(\ell') \), then \( \text{tl}(\ell)R\text{tl}(\ell') \).

We will show that \( <_{\text{lex}} \) is transitive by coinduction on \( \mathbb{L}_A^\omega \times \mathbb{L}_A^\omega \).

**Theorem 2.0.1.** If \( \ell <_{\text{lex}} \ell' \) and \( \ell' <_{\text{lex}} \ell'' \) then \( \ell <_{\text{lex}} \ell' \).

**Proof.** By property 1 of \( R \),

\[
\text{hd}(\ell) \leq \text{hd}(\ell') \leq \text{hd}(\ell'').
\] (2.1)

By the the transitivity of \( \leq \) on \( A \), \( \text{hd}(\ell) \leq \text{hd}(\ell'') \). Thus, property 1 holds for \( \ell \) and \( \ell'' \). If \( \text{hd}(\ell) = \text{hd}(\ell'') \), then \( \text{hd}(\ell) = \text{hd}(\ell') = \text{hd}(\ell'') \) by Equation (2.1) and the antisymmetry of \( \leq \) on \( A \). By the assumption and property 2, \( \text{tl}(\ell) <_{\text{lex}} \text{tl}(\ell') \) and \( \text{tl}(\ell') <_{\text{lex}} \text{tl}(\ell'') \). By the coinduction hypothesis, \( \text{tl}(\ell) <_{\text{lex}} \text{tl}(\ell') \). This establishes property 2 for \( \ell, \ell'' \). Since \( <_{\text{lex}} \) is the maximal relation satisfying that properties 1 and 2, we are done. \( \square \)

The magical part is obviously the coinduction hypothesis which seems like induction on non-wellfounded objects. Actually, one can formally show that the argument is sound. Intuitively, one can appeal to the coinductive hypothesis as long as one has productivity i.e. there has been progress in observing the elements of the infinite list (guardedness) and there is no further analysis of the tails (opacity). We summarise the duality of recursion and corecursion in the following table.
Recursion

Recursively defined datatypes are finite objects.
Recursive definitions (usually) come with founders and constructors.
Recursive definitions compute a least fixed point.
We reason over recursive datatypes by induction.
Recursive programs come with a guarantee of termination.

Corecursion

Corecursively defined datatypes are potentially infinite objects.
Corecursive definitions (usually) come with destructors.
Corecursive definitions compute a greatest fixed point.
We reason over corecursive datatypes by coinduction.
Corecursive programs come with a guarantee of productivity.

Ordinals

Invented by Cantor in 1883, ordinals are a generalisation of ordinal numerals (first, second, \( n^{th} \), etc.) aimed to extend enumeration to infinite sets.

**Definition 2.0.7.** A set \( S \) is an ordinal if every element of \( S \) is also a subset of \( S \) and it is strictly well-ordered with respect to membership.

Observe that defined this way, ordinals are the generalisation of Von Neumann’s definition of natural numbers as the following set.

\[
\{\emptyset, \{\emptyset\}, \{\emptyset, \{\emptyset\}\}, \ldots \}
\]

In fact, the above set is an ordinal and denoted by \( \omega \). Any ordinal different from \( \emptyset \) has the minimum element \( \emptyset \) (simply called zero). However, ordinals do not necessarily have a maximum. For example, the finite ordinal 42 has maximum 41 whereas \( \omega \) does not have a maximum (since there is no largest natural number).

**Definition 2.0.8.** If an ordinal has a maximum \( \alpha \), then it is called a successor ordinal, written \( \alpha + 1 \). A non-zero ordinal that is not a successor is called a limit ordinal.

Just like natural numbers, every ordinal \( \alpha \) has a successor \( \alpha \cup \{\alpha\} \). However, contrary to natural number, the class of all ordinals is not a set. This is known as the Burali-Forti paradox. The class of all ordinals is denoted by \( \text{Ord} \). One can now state the principle of transfinite induction viz. a property \( P(\alpha) \) is true for all ordinals \( \alpha \in \text{Ord} \) if \( P(\beta) \) is true for all \( \beta < \alpha \), then \( P(\alpha) \) is also true. This can be proved in ZFC. Usually a proof by transfinite induction is broken down into three cases:

- **(Base case)** Prove that \( P(0) \) is true.
- **(Successor case)** Prove that for any successor ordinal \( \alpha + 1 \), \( P(\alpha + 1) \) follows from \( P(\alpha) \).
- **(Limit case)** Prove that for any limit ordinal \( \lambda \), \( P(\lambda) \) follows from \( P(\beta) \) for all \( \beta < \lambda \).

It can be shown by transfinite induction that every well-ordered set is order-isomorphic to exactly one ordinal. Hence, transfinite induction holds in any well-ordered set. Furthermore, by Zermelo’s theorem every set can be well-ordered (one of the several statements equivalent to choice). Therefore, in principle, one can induct on any set, provided one is privy to the recipe to well-order it.

Infinite trees

In this section, we will discuss infinite trees in the various ways they can be viewed and the insights each of them provide. There are two distinct sources of infinitude for a tree: infinite branching (i.e. a node may have infinitely many children) or non-wellfoundedness (i.e. there is an infinite path from the root). In this thesis, we will only talk about finitely branching non-wellfounded trees and infinitely branching wellfounded trees\(^1\).

Non-wellfounded trees can be defined as corecursive datatypes. To do this in full generality requires a lot of work; we do this for complete binary trees.

\(^1\)Hence the all discussion pertaining to non-wellfounded trees in this subsection implicitly assumes that they are finitely branching.
Definition 2.0.9. $\mathbb{T}_\omega^A$, the set of infinite complete binary trees over the type $A$, is a corecursive type given by three destructors, $\text{hd}$, $\text{lft}$, and $\text{rgt}$ such that if $t$ is an infinite complete binary tree, then $\text{hd}(t)$ is type $A$, and $\text{lft}(t)$ and $\text{rgt}(t)$ are of type $\mathbb{T}_\omega^A$.

One can define distance over infinite trees. Let $t$, $t'$ be two infinite trees. Define $d(t, t') = \frac{1}{2}d$ where $d$ is the depth of the nodes at which they differ which are nearest from their respective roots. The set of infinite trees is a complete metric space with respect to $d$.

Recall that a tree is essentially a special type of graph. Therefore, a non-wellfounded tree is a special type of infinite graph. Consequently, one can define the subtree of a non-wellfounded tree as is usual in graph theory. By Proposition 2.0.1, every non-wellfounded tree has an infinite branch. This is known as König’s Lemma (which can be proved within ZF for countably infinite trees).

Definition 2.0.10. An infinite tree is said to be regular if it has finitely many distinct subtrees.

A regular tree may be transformed into a finite graph by “merging” all the nodes from which the same subtrees start. These graphs can be unfolded into an infinite trees. Unfolding can be defined as a corecursive process that produces an infinite tree. Note that Figure 2.1 is an example of an infinite tree that is not regular.

With the huge success of automata theory leading up to Rabin’s basis theorem [Rab69, Rab72], it is sometimes overlooked that the infinite trees that first appeared in the context of logic were (potentially) infinitely branching and wellfounded. A good graph-theoretic way to think of the difference between the two sorts of infinite trees is that for wellfounded infinitely branching tree, depth-first search is productive while breadth-first search is not whereas for non-wellfounded infinitely branching trees, breadth-first is productive while depth-first search is not.

Wellfounded trees are inductively defined and hence one can induct on them. An important notion in such infinite trees is that the rank of a tree which essentially measures how “long” that induction is.

Definition 2.0.11. The rank of a wellfounded tree $t$ over $A$, denoted $\text{rk}(t)$, is defined inductively as follows.

- $\text{rk}(t) = 0$, if $t$ is tree consisting of just the root.
- $\text{rk}(t)$ is the successor of the supremum of the ranks of the immediate subtrees of $t$, otherwise.

Proposition 2.0.2. The supremum of the ranks of wellfounded trees over $A$ is the cardinality of the set of all subsets of $A$, and this supremum is not achieved.

In particular, the supremum of the ranks of well-founded trees on $\omega$ is $\omega_1$.

Fixed point theorems

In this section, we will recall some background on the fundamental fixed point theorems of lattice theory. Not only will we use them several times in our technical proofs, but also, they provide intuition about the design of proof systems with fixed point rules and their corresponding semantics. We first recall Tarski’s theorem, a lattice-theoretic generalisation of Knaster-Tarski’s fixed point theorem on sets.

For the rest of this section, let $(S, \leq_S, \wedge, \vee)$ be a complete lattice with the least element $\bot$ and the greatest element $\top$.

Theorem 2.0.2 (Tarski fixed point theorem). Let $f : S \rightarrow S$ be a monotonic function. The set of fixed points of $f$ is non-empty and equipped with $\leq_S$ forms a complete lattice.

Definition 2.0.12. Let $(T, \leq_T, \wedge, \vee)$ be a directed complete partial order. Let $f : T \rightarrow T$ be a monotonic function. $f$ is said to be Scott-continuous if for each directed subset $T'$ we have $f(\bigvee_{T \in T'} T_i) = \bigvee_{T \in T'} f(T_i)$.

Theorem 2.0.3 (Kleene fixed point theorem). Every Scott-continuous function $f$ has the least fixed point $\bigvee_{n \in \omega} f^n(\bot)$.
Observe that this is a constructive formulation of a fixed point. Cousot and Cousot [CC79] proved a constructive version of Tarski’s theorem essentially showing that the set of fixed points of \( f \) is the image of preclosure operations on \( S \) which is defined as limits of stationary transfinite iteration sequences.

**Definition 2.0.13.** Let \( f : S \to S \) be a monotonic function. The upper iteration sequence starting from \( x \in S \) is the sequence \( \{U_\alpha \mid \alpha \in \text{Ord}\} \) of elements of \( S \) defined by transfinite induction as follows:

\[
U_0 = x; \\
U_{\alpha+1} = f(U_\alpha); \\
U_\lambda = \bigwedge_{\alpha < \lambda} U_\alpha. \\
[\lambda \text{ is a limit ordinal}]
\]

Dually the lower iteration sequence starting from \( x \in S \) is the sequence \( \{U_\alpha \mid \alpha \in \text{Ord}\} \) of elements of \( S \) defined by transfinite induction as follows:

\[
U_0 = x; \\
U_{\alpha+1} = f(U_\alpha); \\
U_\lambda = \bigvee_{\alpha < \lambda} U_\alpha. \\
[\lambda \text{ is a limit ordinal}]
\]

**Theorem 2.0.4.** Let \( f : S \to S \) be a monotonic function. The lower iteration sequence starting from \( \bot \) is increasing and there exists an ordinal \( \theta \), called the closure ordinal of \( f \), such that \( U_\theta = U_{\theta+1} \). Moreover, \( U_\theta \) is the least fixed point of \( f \). Dually the upper iteration sequence starting from \( \top \) is decreasing and its limit is the greatest fixed point of \( f \).

**Remark 2.0.1.** The closure ordinal of a Scott-continuous function is at most \( \omega \).

## Recursion theory

Computability theory or recursion theory is concerned with the study of (un)computable functions and their degrees of uncomputability. Informally, an algorithm (a function on \( \omega \)) is a finite set of instructions, which given \( x \), after finite steps of computation outputs \( y = f(x) \). A function which is defined on all arguments and can be specified by an algorithm is computable or recursive. In the following, we will give a precise mathematical formulation of computable functions.

**Definition 2.0.14.** The set of primitive recursive functions \( C \) is the smallest set of functions of the form \( \mathbb{N}^k \to \mathbb{N} \) such that

- (Constant functions) for all \( m, n \in \mathbb{N} \), \( C_m^n(x_1, \ldots, x_n) = m \);
- (Successor) \( \text{succ} \in C \) where \( \text{succ}(x) = x + 1 \);
- (Projection) for all \( i, n \in \mathbb{N} \), \( \Pi^n_i(x_1, \ldots, x_n) = x_i \);
- (Composition) If \( g_1, g_2, \ldots, g_m, h \in C \), then
  \[
  f(x_1, \ldots, x_n) = h(g_1(x_1, \ldots, x_n), \ldots, g_m(x_1, \ldots, x_n))
  \]
  is in \( C \) where \( g_1, \ldots, g_m \) are \( n \)-ary functions and \( h \) is a \( m \)-ary function.
- (Primitive recursion) If \( g, h \in C \) and then \( f \in C \) where
  \[
  f(0, x_2, \ldots, x_n) = g(x_2, \ldots, x_n) \\
  f(x_1 + 1, x_2, \ldots, x_n) = h(x_1, f(x_1, x_2, \ldots, x_n), x_2, \ldots, x_n)
  \]
  assuming \( g \) and \( h \) are functions of arity \( n - 1 \) and \( n + 1 \) respectively.

Note that this is a recursively defined set where \( \{C_m^n\}_{m, n \in \mathbb{N}}, \text{succ}, \{\Pi^n_i\}_{i \leq n \in \mathbb{N}} \) are founders, and composition and primitive recursion are constructors. Although primitive recursive functions include all the usual functions of elementary number theory, it fails to capture all computable functions, a notable example being the Ackermann function. In order to characterise all computable function one needs to generalise to partial functions over \( \mathbb{N}^k \).
Definition 2.0.15. The set of general recursive functions is the smallest set containing constant functions, successor, projections and closed under composition, primitive recursion and minimisation operation $\mu$ which is defined as follows. Given a $(k + 1)$-ary function $f$, the $k$-ary function $\mu(f)$ is defined by

$$
\mu(f)(x_1, \ldots, x_k) = z \iff f(i, x_1, \ldots, x_k) > 0 \text{ for } i = 0, \ldots, z - 1 \text{ and } f(z, x_1, \ldots, x_k) = 0
$$

A general recursive function is total if it is defined on all arguments. Intuitively, since minimisation does an unbounded search from 0 there is a possibility that the search never terminates and the value is undefined. A function is said to be effectively computable if it is total.

By the Church-Turing thesis, general recursive functions are precisely the functions that can be computed by Turing machines and the one that can be encoded in untyped $\lambda$-calculus. Totality corresponds to halting in Turing machines and termination of $\beta$-reduction in untyped $\lambda$-calculus. In 1936, Church and Turing independently demonstrated that the Entscheidungsproblem is not effectively decidable. Consequently, there is no algorithmic procedure that can correctly decide whether a given general recursive function is total or not.

A relation $R \subseteq \mathbb{N}^k, k \geq 1$, is recursive if its characteristic function $\chi_R$ is recursive where $\chi_R(x_1, \ldots, x_n) = 1$ if $(x_1, \ldots, x_n) \in R$ and 0 otherwise. Note that a set $B \subseteq \mathbb{N}$ corresponds to the case $k = 1$ so we have the definition of a set being recursive. We are now ready to define degrees of uncomputability.

**Definition 2.0.16.**

1. A set $B$ is in $\Sigma^0_n (= \Pi^0_n)$ if $B$ is recursive.
2. A set $B$ is in $\Sigma^0_n$ if there is a recursive relation $R \subseteq \mathbb{N}^{n+1}$ such that $x \in B$ iff

$$
\exists y_1. \forall y_2 \ldots Q y_n R(x, y_1, \ldots, y_n),
$$

where $Q$ is $\exists$ if $n$ is odd, and $\forall$ if $n$ is even.
3. Likewise, $B$ is in $\Pi^0_n$ if $x \in B$ iff

$$
\forall y_1. \exists y_2 \ldots Q y_n R(x, y_1, \ldots, y_n),
$$

where $Q$ is $\exists$ or $\forall$ depending on the parity of $n$.
4. $B \in \Delta^0_n$ if $B \in \Sigma^0_n \cap \Pi^0_n$
5. $B$ is arithmetical if $B \in \bigcup_{n \in \omega} (\Sigma^0_n \cup \Pi^0_n)$.

An important notion in computability theory is that of Turing-reduction, which allows one to define the relative computability of functions. In particular, an important concept is that of hardness, a set $B$ is said to be $\Sigma^0_n$-hard if for all $B' \in \Sigma^0_n$ there is a Turing reduction from $B'$ to $B$. Furthermore, $B$ is said to be $\Sigma^0_n$-complete if $B \in \Sigma^0_n$ and $B$ is $\Sigma^0_n$-hard. Likewise, one can define $\Pi^0_n$-hardness.

The arithmetical hierarchy assigns classifications to the formulas in the language of first-order arithmetic. The analytical hierarchy is an extension of the arithmetical hierarchy that assigns classifications to the formulas in the language of second-order arithmetic where one can quantify over both natural numbers and the set of natural numbers.

**(Infinitary) rewriting theory**

Rewriting theory is to the $\lambda$-calculus what automata theory is to Turing machines. Rewrite systems, since the $\lambda$-calculi, have been insightful formal models for computations. An abstract rewrite system $\mathcal{A}$ consists of a set of rules $\Phi$ defined on a particular set of objects $A$, which in most cases consists of a language of terms. The rules of the system determine how an object $a$ can be rewritten into $b$ (denoted $a \rightarrow b$). Rewriting theory comes with its own set of bespoke terminology.

**Definition 2.0.17.** Let $\mathcal{A} = (A, \Phi)$ be an abstract rewrite system.

1. Every element $a \in A$ is called a *normal form* of $A$ if there is no $b \in A$ such that $a \rightarrow b$.
2. $A$ has the *diamond property* (DP) if $\leftrightarrow \rightarrow \subseteq \rightarrow \leftrightarrow$ i.e. for all $a, b, c \in A$ there exists $d \in A$ such that the following holds.
3. \( A \) is confluent (CR) if \( \vdash_{\rightarrow_{\circ}} \vdash_{\circ} \subseteq \vdash_{\circ} \).

4. \( A \) is terminating or (strongly) normalising (SN) if there is no infinite reduction sequences.

5. \( A \) is (weakly) normalising (WN) if every element in \( A \) reduces to a normal form.

Rewrite systems can be generalised to account for infinitary reduction sequences. To this end, a theoretical tool is needed to formalise the intuition of the limit of such sequences. One way to do that is to assign metric spaces as a basis for transfinite reductions.

Definition 2.0.18. A metric rewrite system is a tuple \( M = (A, \Phi, d, h) \) such that:

- \((A, \Phi)\) is an abstract rewrite system;
- \(d : A \times A \to \mathbb{R}_{\geq 0}\) is a function such that \((A, d)\) is a metric space;
- \(h : \Phi \to \mathbb{R}_{\geq 0}\) is a function such that if \(\varphi \in \Phi : \longrightarrow_{\circ} a \rightarrow_{b} \), then \(d(a, b) \leq h(\varphi)\).

The metric and the height, are needed to define the limit behaviour of transfinite reduction sequences viz. continuity and convergence, and to distinguish weak and strong variants thereof, respectively.

Definition 2.0.19. Let \( S = \{a_i \rightarrow_{h_i} a_{i+1}\}_{i<\alpha} \) be a reduction sequence in a metric rewrite system \( M = (A, \Phi, d, h) \). Then,

1. \( S \) is called weakly continuous if the sequence \( \{a_i\}_{i<\alpha} \) is continuous in the metric space \((A, d)\). If, additionally, \( \lim_{i \to \lambda} h_i = 0 \) for each limit ordinal \( \lambda < \alpha \) then the sequence is called strongly continuous.

2. \( S \) is called weakly convergent if it is weakly continuous and the sequence \( \{a_i\}_{i<\alpha} \) converges, say to some element \( a \in A \).

3. \( S \) is called strongly convergent if it is weakly convergent and \( \lim_{i \to \alpha} h_i = 0 \) in case \( \alpha \) is a limit ordinal.

Finally, \( M \) is said to be WN\(^{\infty}\) if for every \( a \in A \), there is a strongly convergent reduction sequence \( \{a_i \rightarrow_{a_{i+1}}\}_{i<\alpha} \) such that \( a_0 = a \) and its limit is in the normal form.

Theorem 2.0.5. A strongly convergent reduction sequence has countable length.

Lemma 2.0.1 (Compression Lemma). For every reduction sequence \( \{a_i \rightarrow_{a_{i+1}}\}_{i<\alpha} \) strongly converging to \( a \), there is a reduction sequence \( \{a'_i \rightarrow_{a'_{i+1}}\}_{i<\beta} \) such that:

- \( a'_0 = a_0 \),
- \( \beta \leq \omega \), and
- it strongly converges to \( a \).

Notes

See [Koz97] for a succinct introduction to formal language theory and [GTW03], specifically for automata on infinite words. See [Die08] for a comprehensive introduction to infinite graph theory. The coinductive proof of Theorem 2.0.1 was adapted from [KS17]. For the history of coinduction in computer science, see [San09].

Tarski's theorem first appeared in [Tar55] which was a lattice-theoretic generalisation of Knaster-Tarski’s fixpoint theorem on sets [KT27]. Infinite trees naturally arose in programming language theory and were first methodically studied in [Cou82, Col82]. For ordinal arithmetic and recursion theory, one can look at any of the standard texts [For03, Soa14]. For a quick survey of results in infinitary rewriting theory, see [KSSdV05].
Chapter 3

Background on proof-theory

We used to think that if we knew one, we knew two, because one and one are two. We are finding that we must learn a great deal more about ‘and’.

Arthur Eddington

In this chapter, we establish some background relevant to this thesis. In Section 3.1 we discuss the philosophy behind the sequent calculus and introduce some standard terminology in a logic independent way. In Section 3.2 we introduce our base logic, propositional linear logic. In Section 3.2 we recall the truth semantics of linear logic. In Section 3.4 we discuss some proof-theoretic results pertinent to linear logic, some of them being salient features of its resource consciousness like Curry-Howard correspondence with $\pi$-calculus and focussing. Finally, we discuss a pearl of the linear logic community, proof-nets, in Section 3.5.

3.1 A logic independent introduction to proof-theory

Proof theory is one of main branches of logic that studies proofs of logical formulas as independent mathematical objects. Therefore, the actual “truth” of a logical formula is not essential to study its proof.

Formally, proofs are usually presented as inductive datatypes like lists or trees comprised of axioms that represent truth and inference rules that preserve truth. The trio of a language (the universe of all logical formulas), inference rules, and axioms is called a proof calculus.

Definition 3.1.1. A signature $L$ is a triple $(S, \text{ar}, A)$ of a finite set of symbols $S$, a function $\text{ar} : S \rightarrow \alpha$ for some $\alpha \in \text{Ord}$ that assigns to every symbol an ordinal less than $\alpha$ called its arity, and a (possibly infinite) set of atoms. The language, denoted $F_L$, is the set of formulas $(\varphi, \psi, \ldots)$ over the signature $L$ is defined inductively as follows:

- $a \in F_L$ for all $a \in A$;
- $s \in F_L$ for all $s \in S$ such that $\text{ar}(s) = 0$;
- $\varphi = s(\langle \varphi_i \rangle_{i \in \alpha})$ such that $\text{ar}(s) = \alpha$ and $\varphi_i \in F_L$ for all $i \in \alpha$.

Hilbert’s announcement of twenty-three open problems at the 1900 Paris ICM was an important mathematical event. The second problem of the list was what later came to be known as Hilbert’s program. Stated anachronistically in the terminology above, it was the search for a proof calculus such that:

- The language could express all mathematical statements.
- The set of axioms would be finite and any mathematical truth could be proved.
- The calculus would be consistent i.e. falsity could not be proved.

---

1 This definition does not cover several types of logical languages such as first-order structures. However, it covers all the logical languages that will be used in this thesis such as propositional fixed point logics and propositional second-order logic.
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In 1931, Gödel’s incompleteness theorem showed that Hilbert’s program was unattainable for something as simple as Peano arithmetic. In 1936, Gentzen established the consistency of Peano arithmetic by a purely combinatorial argument on the structure of proofs. This does not contradict Gödel’s theorem since Gentzen’s proof uses transfinite induction up to Cantor’s ordinal $\varepsilon_0$ which is outside the purview of Peano arithmetic. What matters today is not the consistency result in of itself, but rather Gentzen’s formal innovation: the sequent calculus and the cut-elimination theorem. This framework improved in many ways the proof calculi previously developed by Frege, Russell, and Hilbert and essentially gave birth to modern proof theory. Consequently, we divide proof calculi into two groups:

**Frege-Hilbert style.** The global set of hypotheses is immutable.

**Gentzen style.** The global set of hypotheses can be modified at every step of the proof.

We view this distinction not as a binary but as a spectrum where on one extreme, the Frege-Hilbert style proof calculi have many axioms and few inference rules, and on the other extreme, the Gentzen style proof calculi have few axioms and many inference rules. In summary, from the ashes of the Hilbert’s program, rose the phoenix of proof theory.

In this thesis, we will mainly deal with the sequent calculi, a Gentzen style proof calculi. In sequent calculi, the smallest unit of a proof is a syntactic object of the form

$$\varphi_1, \ldots, \varphi_m \vdash \psi_1, \ldots, \psi_n$$

called a **sequent**. The formulas on the left-hand side of the turnstile are called the antecedent, and the formulas on the right-hand side are called the succedent or consequent. The left-hand side or the right-hand side (or neither or both) may be empty. The sequent in Equation (3.1) should be informally understood as the statement that the conjunction of all the formulas $\varphi_1$ through $\varphi_m$ implies the disjunction of all the formulas $\psi_1$ through $\psi_n$.

A sequent proof is a tree whose nodes are sequents such that the child relation respects the inference rules and the leaves are axioms. A formula $\varphi$ is said to be a **theorem** if $\vdash \varphi$ has a proof. A proof calculi is said to be decidable if the following problem is decidable.

Given $\varphi$, is $\varphi$ a theorem?

Proof theorists are generally reluctant to justify the meaning of their sequents in some model. As we mentioned before, the “actual truth” of a formula is inconsequential to the study of proof. Yet, as one will see in Section 3.3, having a semantic notion of truth is actually quite useful for example to get a handle on the above mentioned problem.

Gentzen classifies inference rules as follows.

- **Axiom rule.** The axiom rule is a sequent of the following shape somehow expressing the simple tautology that $\varphi$ implies $\varphi$.

  $$\Gamma, \varphi \vdash \Delta, \varphi$$  \hspace{1cm} (ax)

- **Logical rules.** A logical rule is a sequence of sequents of the following form where $\Gamma_i \subseteq \Gamma$, $\Delta_i \subseteq \Delta$, and $\varphi_i, \psi_i'$ are subformulas of $\varphi$ (for some suitable notion of subformulas).

  $$\{\Gamma_i, \psi_i \vdash \Delta_i, \psi_i'\}_{i \in I}$$  \hspace{1cm} (r)

The sequent(s) in a rule displayed above the line are **premisse(s)** and the unique sequent below the line is the **conclusion**. The **principal formula** is the distinguished formula in its conclusion. **Auxiliary formulas** are the formula occurrences distinguished in the premisse(s). An **active formula** is either principal or auxiliary. Other formula occurrences in logical or fixed point rules are **side formulas**.

- **Structural rules.** The structural rules manipulate the formulas of the sequent, but do not alter them. We will discuss them in detail next.
The cut rule is arguably the most fundamental inference rule. It reflects the most famous deduction principle of logic: Modus Ponens.

\[ \Gamma_1 \vdash \Delta_1, \varphi \quad \Gamma_2, \varphi \vdash \Delta_2 \quad (\text{cut}) \]

The informal intuition is that in order to prove the conclusion, assume a lemma \( \varphi \) on the right-hand premise and then prove the lemma \( \varphi \) on the left. Cuts have had a central role in sequent calculus since their advent in Gentzen’s works. A sequent calculi is said to be analytic if it has the property that a sequent has a proof if it has a proof without cuts. A cut-elimination theorem or Hauptsatz basically grafts the proof of a lemma where-ever it is used to produce a large proof without any extra lemmas. Gentzen proved the consistency of Peano arithmetic as a corollary of the analyticity of his sequent calculi for first-order logic.

Finally, we first introduce three pairs of structural rules that respectively express the possibility to forget, repeat, and use in any order the hypotheses during an argument. They are called weakening, contraction, and exchange.

\[ \Gamma \vdash \Delta \]
\[ \Gamma, \varphi \vdash \Delta \]
\[ \Gamma, \varphi \vdash \Delta \]
\[ \Gamma, \varphi \vdash \Delta \]
\[ \Gamma_1, \varphi, \psi, \Gamma_2 \vdash \Delta \]
\[ \Gamma_1, \psi, \varphi, \Gamma_2 \vdash \Delta \]
\[ \Gamma \vdash \Delta \]
\[ \Gamma, \varphi, \Delta \]
\[ \Gamma \vdash \Delta \]
\[ \Gamma, \varphi \vdash \Delta \]
\[ \Gamma \vdash \Delta \]
\[ \Gamma, \varphi, \psi, \Delta_2 \]

Structurally speaking, these rules about the structure or the shape of the sequents. Note that no formula in the conclusion of a structural rule is principal. This gives us a few design choices for sequents:

1. **Sequents as lists of formulas.** The original definition of Gentzen, this is the most explicit presentation of sequents. However, it is cumbersome to explicitly use the exchange rule all the time.

2. **Sequents as (multi)sets of formulas.** The rules \( \text{ex}_l, \text{ex}_r \) tell us that the antecedents and consequents of the sequents can be treated as multisets. The rules \( \text{w}_l, \text{w}_r, \text{c}_l, \text{c}_r \) tell us that the multisets can simply be treated as sets (still requiring explicit weakening). Hence sequents can be construed as (multi)sets of formulas if the proof calculi have the requisite structural rules. Another downside of using (multi)sets is that they are not sufficient to exploit intensional behaviour of proofs via the Curry-Howard isomorphism. For instance, the following two proofs correspond respectively to the \( \lambda \)-terms \( \lambda xy.x \) and \( \lambda xy.y \) but they will be identified in the sequents as multi-sets presentation.

\[ \varphi \vdash \varphi \]
\[ \varphi, \varphi \vdash \varphi \]
\[ \varphi, \varphi \vdash \varphi \]
\[ \varphi, \varphi \vdash \varphi \]

Part I is of this thesis is about the extensional behaviour of proofs. Therefore, we will use this presentation.

3. **Sequents as sets of formula occurrences.** In this presentation we will distinguish between two occurrences of the same formula by giving them distinct names. This will our choice for Part II which explores the intensional behaviour of proofs. We detail this next.

**Definition 3.1.2.** An **address** is a word over the alphabet \( \{a_i\}_{i \in \lambda} \) where \( \lambda \) is the supremum of the arities of all connectives in the signature. Two addresses are said to be disjoint if neither are prefixes of the other\(^3\). A **formula occurrence** (or simply, occurrence) is given by a formula \( \varphi \) and an address \( \alpha \), and written \( \varphi_\alpha \).

\(^3\)Identical to the definition of disjointness of words in Chapter 2
In this thesis we will have a signature with a binary symbol and a unary symbol. We denote the alphabet set of addresses as \{l, r, i\} standing for “left”, “right”, and “inside” respectively. Whenever we will decompose an occurrence in a logical rule, the address of each of its subformulae will be extended by \(r\) if it is the right subformula, by \(l\) if it is the left subformula and by \(i\) if the connective is unary.

**Remark 3.1.1.** We use Greek letters \(\varphi, \psi, \ldots\) for formulas and Latin letters \(A, B, \ldots\) for formula occurrences.

We need to extend operations from formulas to occurrences. Define \(l \perp = r\), \(r \perp = l\), and \(i \perp = i\). Consequently, this extends to the negation of an address \(\alpha\). Finally, we define \((\varphi_\alpha) \perp = \varphi_\alpha \perp\). Connectives are extended to occurrences as follows:

- For any binary symbol \(\circ\), we set \(A \circ B = (\varphi \circ \psi)_\alpha\) where \(A = \varphi_\alpha l\) and \(B = \varphi_\alpha r\).
- For any unary symbol \(\eta\), we set \(\eta F = \eta \varphi_\alpha\) if \(F = \varphi_\alpha i\).

Finally, on the subject of the shape of sequents, if the logic has *De Morgan duality* (like LK), we only need to consider formulas in negation normal form and can use the one-sided sequent presentation. Modern research in structural proof theory teems with rival proof calculi: depending on one’s need, one can either dial up the meta syntax in sequent calculi coming up with *hypersequents* and *nested sequents* or one can tone down the meta syntax with some graphical syntax like *proof-nets*.
3.2 The syntax of linear logic

Substructural logics are logics lacking at least one of the usual structural rules (or disallowing their unrestricted usage). Two of the most significant substructural logics are relevance logic and linear logic. In linear logic, the use of structural rules like contraction and weakening is carefully controlled (available only to formulas of a certain form). Connectives of propositional logic each have two versions in linear logic: multiplicative and additive. Consequently, the units have multiplicative and additive versions as well.

<table>
<thead>
<tr>
<th>multiplicative</th>
<th>conjunction</th>
<th>disjunction</th>
<th>“true”</th>
<th>“false”</th>
</tr>
</thead>
<tbody>
<tr>
<td>additive</td>
<td>⊗</td>
<td>⊸</td>
<td>1</td>
<td>⊥</td>
</tr>
<tr>
<td></td>
<td>&amp;</td>
<td>⊕</td>
<td>⊤</td>
<td>0</td>
</tr>
</tbody>
</table>

The symbols ⊗, ⊸, & are read as “tensor”, “par”, “plus”, and “with”. More formally, let $\mathcal{A}$ be a countable set of propositional constants $\{a, b, \ldots\}$.

**Definition 3.2.1.** MALL formulas are given by the following grammar:

$$\varphi, \psi ::= 0 \mid \top \mid \bot \mid a \mid a^\perp \mid \varphi \otimes \psi \mid \varphi \otimes \psi \mid \varphi \& \psi$$

where $a \in \mathcal{A}$.

Negation, $(\bullet)^\perp$, is not part of the syntax and is defined as a meta-operation on formulas. $\varphi^\perp$ is often read as “$\varphi$ perp”.

**Definition 3.2.2.** Negation of a MALL formula is defined inductively as follows.

$$
\begin{align*}
0^\perp &= \top \\
\bot^\perp &= 1 \\
(a)^\perp &= a \\
(\varphi \otimes \psi)^\perp &= \psi^\perp \otimes \varphi^\perp \\
(\varphi \& \psi)^\perp &= \psi^\perp \& \varphi^\perp \\
\end{align*}
$$

Linear implication can be defined as a macro as follows $\varphi \multimap \psi := \varphi^\perp \otimes \psi$. $\varphi \multimap \psi$ is colloquially read as “$\varphi$ lolli $\psi$”. We also denote linear equivalence $\varphi \multimap \psi$ as $(\varphi \multimap \psi) \otimes (\psi \multimap \varphi)$. The logical system thus obtained is called multiplicative-additive linear logic and abbreviated as MALL. The inference rules of MALL are depicted in Figure 3.1 (sequences being construed as finite multisets). Observe that in MALL neither do we have contraction and weakening nor are they derivable. Operationally, this means that logical deduction is no longer merely about an ever-expanding collection of persistent “truths”, but also a way of manipulating resources that cannot always be duplicated or thrown away at will. In order to get back a correspondence with $\lambda$-calculus, one reintroduces structural rules, but only on modal formulas of the form $?\varphi$ (and consequently on its dual $!\varphi$). These are called exponential formulas. $?\varphi$ is read as “bang $\varphi$” or “of course $\varphi$”, $!\varphi$ is read as “question mark $\varphi$” or “why not $\varphi$”. MALL with exponentials is called full linear logic, or simply, LL.
**Definition 3.2.3.** LL formulas are given by the following grammar:

\[
\varphi, \psi ::= 0 \mid \top \mid \bot \mid a \mid a^\perp \mid \varphi \& \psi \mid \varphi \otimes \psi \mid \varphi \oplus \psi \mid \varphi \& \psi \mid \varphi \otimes \psi \mid \varphi \oplus \psi \mid \neg \varphi \mid \! \varphi \mid \! (\varphi \& \psi) \mid \! (\varphi \otimes \psi) \mid \! (\varphi \oplus \psi)
\]

where \( a \in A \).

Negation of LL formulas can be defined by extending the definition of negation of MALL formulas such that \( \bot \) and \( ? \) are duals of each. They are called exponentials since they transform multiplicatives into additives i.e. because the following formulas are provable:

\[
! (\varphi \& \psi) \dashv \vdash ! \varphi \& ! \psi \quad ?(\varphi \& \psi) \dashv \vdash ? \varphi \& ? \psi
\]

As to why the binary connectives are called multiplicative and additive, the reason is syntactically opaque. An observation from coherence semantics is that multiplicatives correspond to Cartesian product and additives correspond to direct sum.

Finally, the inference rules for the exponentials are as follows:

\[
\frac{\vdash \Gamma, \neg \varphi \& \varphi}{\vdash \Gamma, \neg \varphi} \quad \text{(c)} \quad \frac{\vdash \Gamma, \neg \varphi \& \psi}{\vdash \Gamma, \neg \varphi} \quad \text{(w)}
\]

\[
\frac{\vdash \Gamma, \varphi}{\vdash \Gamma, \neg \varphi} \quad \text{(d)} \quad \frac{\vdash \varphi, \neg \Gamma}{\vdash \neg \Gamma, \neg \varphi} \quad \text{(p)}
\]

The rules are called contraction, weakening, dereliction, and promotion respectively. Observe that promotion is a non-local rule i.e. the rule depends on the shape of the context.

**Definition 3.2.4.** Let \( \varphi \) be a formula. The set of subformulas of \( \varphi \), denoted \( SF(\varphi) \), is defined as the smallest set such that:

\begin{itemize}
  \item \( \varphi \in SF(\varphi) \)
  \item \( \psi \circ \psi' \in SF(\varphi) \iff \{ \psi, \psi' \} \subseteq SF(\varphi) \) for \( \circ \in \{ \&, \otimes, \oplus \} \).
  \item \( \square \psi \in SF(\varphi) \iff \psi \in SF(\varphi) \) for \( \square \in \{ \!, \? \} \).
\end{itemize}

This induces a natural ordering \( \preceq \) called the subformula ordering on the set of formulas viz. \( \psi \preceq \varphi \) iff \( \psi \in SF(\varphi) \). Moreover, \( \psi \) is called an immediate subformula of \( \varphi \) if \( \psi \neq \varphi \) and for all \( \psi' \preceq \varphi \) such that \( \psi \preceq \psi' \) we have \( \psi = \psi' \).

**Definition 3.2.5.** The syntax tree of a formula \( \varphi \), denoted \( \Sigma(\varphi) \), is the tree whose nodes are \( SF(\varphi) \) and \( \psi \rightarrow \psi' \) if \( \psi' \) is an immediate subformula of \( \psi \).

The syntax tree is a graphical representation of the subformula partial order. Note that a syntax tree \( \Sigma(\varphi) \) of an LL formula \( \varphi \) induces a prefix closed language \( L_\varphi \subseteq \{ l, r, i \}^* \) such that there is a natural bijection between the words in \( L \) and the set of all simple paths starting from the root of the syntax tree.

A logic is said to have the subformula property if for all formulas \( \varphi \), every sequent of every cut-free proof of \( \varphi \) consists of subformulas of \( \varphi \). At first glance, the subformula property implies the finitude of the proof-search space. However, such finitude is a rather peculiar property in structural proof theory at large and in general, a cut-free LL proof can have sequents of unbounded\(^4\) size.

**Theorem 3.2.1.** LL is undecidable.

The fragment of LL with just the multiplicative (respectively, additive) connectives, and multiplicative (respectively, additive) units is called multiplicative linear logic or, MLL (respectively, additive linear logic or, ALL). The fragment with multiplicative connectives, exponential modalities, and multiplicative units is called multiplicative exponential linear logic or, MELL.

**Theorem 3.2.2.** MALL is PSPACE-complete. MLL is NP-complete.

---

\(^4\)unbounded in the size of the conclusion
3.3 Phase semantics

Truth semantics interprets logical formulas in a mathematical structure. For instance, \( \text{LK} \) is interpreted in Boolean algebras, \( \text{LJ} \) is interpreted in Heyting algebras, the modal logic \( \text{S4} \) is interpreted in interior algebras, and so on. Similar to \( \text{LJ} \) and \( \text{S4} \), linear logic is not based on an a priori existence of truth values, but it has a truth value semantics, which is given by phase spaces.

In linear logic, denotational semantics is perhaps more popular which interprets not just formulas but also proofs. While truth semantics asks the question “What does it mean for \( \phi \) to be true?”, denotational semantics asks “What does it mean that \( \phi \) has a proof \( \pi \) ?”. Phase semantics, at the very least, establish safeguards against dubious category-theoretic isomorphisms like \( 0 \cong \top \) which to a non-expert may seem to suggest that the logic is inconsistent.

To get a flavour of phase semantics, the truth semantics of linear logic, it is informative to characterise the set of lists \( \Gamma \) of formulas that make a formula \( \phi \) provable.

**Definition 3.3.1.** For a formula \( \phi \), define \( \text{Pr}(\phi) = \{ \Gamma \mid \text{MALL} \vdash \Gamma, \phi \} \) and \( \text{Pr}_{cf}(\phi) = \{ \Gamma \mid \text{MALL} \vdash_{cf} \Gamma, \phi \} \) where \( \text{MALL} \vdash \Gamma, \phi \) means that \( \Gamma, \phi \) is provable in \( \text{MALL} \) and \( \text{MALL} \vdash_{cf} \Gamma, \phi \) means that \( \vdash_{cf} \Gamma, \phi \) is cut-free provable in \( \text{MALL} \).

Let us examine some properties of \( \text{Pr}(\phi) \). First, notice that the axiom rule ensures that for any \( \phi, \phi^\perp \in \text{Pr}(\phi) \). Invertibility of the \( (\perp) \) rule gives us that \( \text{Pr}(\perp) \) is the set of all provable sequents. Similar observations on the invertibility of the \( (\&), (\oplus) \) rule inform us that \( \text{Pr}(\phi \& \psi) = \text{Pr}(\phi) \cap \text{Pr}(\psi) \). For the (non-invertible) connectives \( \otimes \) and \( \oplus \), we only have \( \text{Pr}(\phi \otimes \psi) \supseteq \text{Pr}(\phi) \cdot \text{Pr}(\psi) \) and \( \text{Pr}(\phi \oplus \psi) \supseteq \text{Pr}(\phi) \cup \text{Pr}(\psi) \). This suggests that the algebraic model for linear logic should simultaneously be a monoid and lattice i.e. a residuated lattice.

\( \text{Pr}(\perp) \) plays a major role in this approach, especially when considering it together with the cut rule. Indeed, for any \( \phi \), one has that \( \text{Pr}(\phi^\perp) = \{ \Gamma \mid \forall \Delta \in \text{Pr}(\phi), \Gamma, \Delta \in \text{Pr}(\perp) \} \). This naturally suggests to consider the operation \( S^\perp = \{ \Gamma \mid \forall \Delta \in S, \Gamma \cdot \Delta \in \text{Pr}(\perp) \} \) which induces a closure operator \( S \perp \) on the set of multisets of linear formulas. As we will soon see, \( \text{Pr}(\phi) \) is closed under the double negation operation for any \( \phi \).

These are the basic design principles of phase semantics: interpreting linear formulas as closed subsets of a monoid for the closure operation induced by the orthogonality relation \( \vdash \). A specific subset \( \perp \) of the monoid which is an abstraction of the set of all provable sequents.

**Definition 3.3.2.** A phase space is a 4-tuple \( M = (M, 1, \cdot, \perp) \) where \( (M, 1, \cdot) \) is a commutative monoid and \( \perp \subseteq M \). For \( X, Y \subseteq M \), define the following operations.

\[
XY := \{ xy \mid x \in X, y \in Y \} \\
X^\perp := \{ y \mid \forall x \in X, xy \in \perp \}
\]

A fact is defined as \( X \subseteq M \) such that \( X = X^\perp \). Equivalently, \( X = Y^\perp \) for some \( Y \subseteq M \). Given a phase space \( M \) we define \( X_M \) as the set of facts.

**Example 3.3.1.** Consider the additive monoid \( (\mathbb{Z}, 0, +) \) and let \( \perp = \{ 0 \} \). For any set \( S \subseteq \mathbb{Z} \), \( S^\perp = \{ y \mid \forall x \in S, x \cdot y = 0 \} \). Therefore, if \( S \) is not singleton then \( S^\perp = \emptyset \); so, \( S^\perp = \mathbb{Z} \). On the other hand, \( \{ x \}^\perp = \{ -x \} \). The facts of this phase space are \( \emptyset \), singleton sets, and \( \mathbb{Z} \).

**Proposition 3.3.1.** The following properties hold:

1. \( X \subseteq Y^\perp \iff XY \subseteq \perp \)
2. \( XX^\perp \subseteq \perp \)
3. \( X \subseteq Y \Rightarrow Y^\perp \subseteq X^\perp \)
4. \( X \subseteq X^\perp \)
5. \( X^\perp \perp \perp = X^\perp \)
6. \( (X \cup Y)^\perp = X^\perp \cap Y^\perp \)

We define the following operations on facts. Let \( X, Y \) be facts in the following:

\[
X \otimes Y := (XY)^\perp \\
X \otimes Y := (X^\perp Y)^\perp \\
X \otimes Y := X \cap Y \\
X \otimes Y := (X \cup Y)^\perp
\]
Proposition 3.3.2. Let \( X, Y \) be facts. Then, \( 1 \in X \otimes Y \iff X^\perp \subseteq Y \).

Fix a phase space \( M \) and let \( X_M \) be its set of facts. Fix \( V : A \rightarrow X_M \) where \( A \) is the set of atoms. A phase space along with a valuation is called a phase model. The semantics \( [\varphi] \) of a MALL formula \( \varphi \) is parameterised by a valuation (suppose, \( V \)) which we will denote by \( [\varphi]^V \). We are now ready to define the semantics which is defined inductively as follows:

\[
\begin{align*}
[a]^V &= V(a) \\
[1]^V &= \{1\}^\perp \\
[0]^V &= \{\varnothing\}^\perp \\
[A \odot B]^V &= [A]^V \odot [B]^V \\
[a^\perp]^V &= [a]^\perp ^V \quad [a \in A]
\end{align*}
\]

When \( V \) is clear from the context, we shall simply drop it, writing \([A]\). Finally, we generalise the definition to define the semantics of a finite multiset \( \Gamma = \varphi_1, \ldots, \varphi_n \) as \( [\Gamma] = [\varphi_1] \odot [\varphi_2] \odot \ldots \odot [\varphi_n] \).

Theorem 3.3.1 (Soundness for MALL). If the sequent \( \Gamma \) is provable in MALL then for all phase models \((M, 1, \perp, V), 1 \in [\Gamma]^V \).

Example 3.3.2. To illustrate the utility of the phase semantic, we show that in any provable multiplicative formula \( \varphi \) (i.e. a MALL formula with only multiplicative connectives), an atom occurs exactly as many times as its negation. Fix an arbitrary atom \( \alpha \) occurring in \( \varphi \). Let \( [\varphi]^V \) be the interpretation of \( \varphi \) in the phase space in Example 3.3.1 w.r.t. the valuation \( V \) that maps the atom \( a \) to \( \{1\} \) and every other atom to \( \{0\} \). In this phase space, it is easy to see that \( X \otimes Y = X \otimes Y = \{x + y \mid x \in X, y \in Y\} \). By Theorem 3.3.1, if \( \varphi \) is provable, \( 0 \in [\varphi]^V \), hence the number of occurrences of \( a \) in \( \varphi \) is equal to the number of occurrences of \( a^\perp \).

Note that a syntactic proof would require the heavy tool of MALL cut-admissibility.

Definition 3.3.3. The syntactical model, denoted \((\text{MALL}^*, \varnothing, \perp, V)\), is a phase model defined as follows:

- (\text{MALL}^*, \varnothing, \cdot), called syntactic monoid, is the free commutative monoid generated by all formulas. In other words, \text{MALL}^* is the set of all sequents construed as finite multisets, the empty multiset \( \varnothing \) is the monoid identity, and the multiset union is the monoid operation.

- \( \perp = \text{Pr}(\perp) \) i.e. \( \perp \) is set of all provable sequents.

- \( V(a) = \text{Pr}(a) \) for all atoms \( a \in A \).

For the syntactic model to be well-defined note that one needs to show that \( \text{Pr}(a) \) and \( \text{Pr}(\perp) \) are facts in the phase space \((\text{MALL}^*, \varnothing, \cdot, \perp)\). We will prove something more general.

Proposition 3.3.3. For any formula \( \varphi \), \( \text{Pr}(\varphi) \) is a fact in the syntactic model.

Proof. We will first show the following.

\[
\text{Pr}(\varphi^\perp) \subseteq \text{Pr}(\varphi^\perp) \quad (3.2)
\]

Let \( \Gamma \in \text{Pr}(\varphi^\perp) \). Then, there is a proof \( \pi \) of \( \Gamma, \varphi^\perp \). In order, to show that \( \Gamma \in \text{Pr}(\varphi^\perp) \), we need to show that for all \( \Delta \in \text{Pr}(\varphi), \Gamma, \Delta \in \perp \), i.e. for all \( \Delta \) such that there is a proof \( \pi' \) of \( \Gamma, \Delta, \varphi \), we have that \( \Gamma, \Delta \) is provable. This can be obtained by a cut:

\[
\begin{array}{c}
\pi \\
\downarrow \Delta, \varphi \\
\pi' \\
\downarrow \Gamma, \varphi^\perp \\
\end{array}
\]

Now we will show the following.

\[
\text{Pr}(\varphi^\perp)^\perp \subseteq \text{Pr}(\varphi) \quad (3.3)
\]
Let $\Gamma \in \Pr(\varphi \downarrow)$. Then, for all $\Delta$ such that $\vdash \Delta, \varphi \downarrow$ is provable, we have $\vdash \Gamma, \Delta$ is provable. Plugging $\Delta = \varphi$, we have $\vdash \Gamma, \varphi$ is provable i.e. $\Gamma \in \Pr(\varphi)$. We combine these two results in the following way.

$$\Pr(\varphi \downarrow) \subseteq \Pr(\varphi)$$  \hspace{1cm} \text{[Equation (3.2)]}

$$\Rightarrow \Pr(\varphi) \downarrow \subseteq \Pr(\varphi \downarrow)$$  \hspace{1cm} \text{[Proposition 3.3.1]}

$$\Rightarrow \Pr(\varphi) \downarrow \subseteq \Pr(\varphi)$$  \hspace{1cm} \text{[Equation (3.3)]}

\[ \square \]

**Lemma 3.3.1** (Adequation Lemma for MALL). For all formulas $\varphi$, $[\varphi]^V \subseteq \Pr(\varphi)$.

**Theorem 3.3.2** (Completeness for MALL). If for any phase model $(M, V), 1 \in [\Gamma]^V$ then $\vdash \Gamma$.

**Proof.** Suppose for any phase model $(M, V), 1 \in [\Gamma]^V$. In particular, this holds for the syntactic model. By Lemma 3.3.1, $[\Gamma]^V \subseteq \Pr(\Gamma)$ (construing $\Gamma$ as a par formula). Therefore, $\emptyset \in \Pr(\Gamma)$. (Recall $\emptyset$ is the unit of syntactic monoid.) Hence, $\vdash \Gamma$.

Lemma 3.3.1 can be strengthened. Using the exact same proof, one can in fact prove that for all formulas $\varphi$, $[\varphi]^V \subseteq \Pr_{cf}(\varphi)$. This gives cut-free completeness:

**Theorem 3.3.3** (Cut-free completeness for MALL). If for any phase model $(M, V), 1 \in [\Gamma]^V$ then $\vdash_{cf} \Gamma$.

As a direct corollary of Theorem 3.3.3, we have the cut-admissibility of MALL:

**Corollary 3.3.3.1.** MALL admits cuts.

Finally, we note that this truth semantics can be extended to LL by suitably enriching the phase model. A phase model can be constructed out of any monoid $(M, 1, \cdot)$. To model exponentials we need more structure on it viz. we designate a submonoid $J$ satisfying $\forall x \in J, \{x\} \downarrow \downarrow = \{xx\} \downarrow \downarrow$. One can think of this as a sort of idempotence property. Note that any monoid $(M, 1, \cdot)$ contains at least one such that $J$ viz. $J = \{1\}$. Let $I = \bot \cap J$. Then, we interpret the exponentials as follows.

$$[\vdash \varphi]^V = (I \cap [\varphi]^V)^{\downarrow \downarrow}$$

$$[? \varphi]^V = (I \cap [\varphi]^V_y)^{\downarrow}$$
### 3.4 Properties of proofs

#### 3.4.1 Cut elimination

The cut-admissibility result of Theorem 3.3.3 shows that if $\Gamma$ is provable then there exists a cut-free proof of $\Gamma$. This existential is strongly non-constructive i.e. it does not shed any light on the cut-elimination procedure. In particular, it is not discernible whether the cut-elimination equivalence equates all proofs of a particular sequent. This is not desirable from a Curry-Howard perspective since cut-elimination corresponds to computation (in an informal sense for now) and different cut-free proofs of the same sequent potentially correspond to different programs.

**Definition 3.4.1.** The cut elimination relation $\rightarrow_{\text{LL}}$ is the binary relation over proofs generated by the key rules and commutation rules in Figure 3.2 and Figure 3.3 respectively. We denote the reflexive transitive closure of $\rightarrow_{\text{LL}}$ by $\rightarrow_{\text{LL}}^*$.  

Note that if $\pi \rightarrow_{\text{LL}} \pi'$ then $\pi$, $\pi'$ have the same conclusion. Moreover, if $\pi$ is a proof that contains an instance of the cut rule, then there exists $\pi'$ such that $\pi \rightarrow_{\text{LL}} \pi'$. Construing the $\rightarrow_{\text{LL}}$ relation as the reduction relation of a rewriting system over proofs, the set of normal forms is exactly the set of cut-free proofs. Therefore, all it remains to show is that $\rightarrow_{\text{LL}}$ is normalising. We can in fact prove some stronger vize. $\rightarrow_{\text{LL}}$ is in fact terminating (modulo certain conditions on commutation) by showing a bespoke termination measure to be wellfounded. Consequently, we have the following.
Figure 3.3: Commutation cases of cut-elimination in LL
Theorem 3.4.1. Let $\pi$ be an LL proof. Then there exists $\pi'$ such that $\pi \rightarrow^{*}_{\text{LL}} \pi'$ such that $\pi'$ is cut-free.

Corollary 3.4.1.1. LL has the subformula property.

Corollary 3.4.1.2. The empty sequent $\vdash$ is not provable. Subsequently, it is impossible to prove both a formula $\varphi$ and its negation $\varphi^\perp$; it is impossible to prove $0$ or $\perp$.

However, note that $\rightarrow_{\text{LL}}$ is not confluent. This is not a unique symptom of linear logic. In fact, in LK, proof may be reduced to two completely different proofs along two different reduction sequences. An example of such a situation is given by the following derivation, called Lafont’s critical pair. This proof will reduce either to $\pi_1$ or $\pi_2$ depending on the direction we choose to reduce cuts.

Besides, in LL, the non-confluence is less critical since one can show that if a proof reduces to two different proofs then they are equivalent up to trivial commutation of inference rules (consequently, being denotationally equivalent). Confluence is recovered in the proof formalism called proof-nets.

### 3.4.2 Axiom expansion

In type theory, $\eta$-expansion refers to rule $M \rightsquigarrow \lambda x.Mx$ (where $x \notin \text{fv}(M)$). This rule asserts that every term is a function and in fact, two functions are equivalent if they evaluate to the same term on all possible arguments. Via the Curry-Howard correspondence, just like there is a counterpart to $\beta$-reduction in logic (viz. cut-elimination), there is a counterpart to $\eta$-expansion in logic (viz. axiom expansion). Note that in this thesis which only talks about logic, $\eta$-expansion and axiom expansion will be used interchangeably.

Proposition 3.4.1 ($\eta$-expansion). For every proof $\pi$ of $\vdash \Gamma$, there is a proof $\pi'$ of $\vdash \Gamma$ in which the axiom rule is only used with atomic formulas. Moreover, if $\pi$ is cut-free, then so is $\pi'$.

Proof. It suffices to prove that for every formula $\varphi$, the sequent $\vdash \varphi, \varphi^\perp$ has a cut-free proof in which the axiom rule is used only on atomic formulas. We prove this by induction on $\varphi$.

If $\varphi$ is atomic, then $\vdash \varphi, \varphi^\perp$ is an instance of the atomic axiom rule. If $\varphi = \psi_1 \otimes \psi_2$ then we have

\[
\begin{array}{c}
\pi_1 \\
\vdash \psi_1, \psi_1^\perp \\
\vdash \psi_1 \otimes \psi_2, \psi_1^\perp, \psi_2^\perp \\
\vdash \psi_1 \otimes \psi_2, \psi_1^\perp, \psi_2^\perp \\
\vdash \psi_1 \otimes \psi_2, \psi_1^\perp, \psi_2^\perp \\
\end{array}
\]

where $\pi_1$ and $\pi_2$ are cut-free proofs in which the axiom rule is used only on atomic formulas by induction hypothesis. Other connectives follow similarly.

Proposition 3.4.1 allows us to assume wlog that every subformula is principle in a logical rule (except in the case where there is an occurrence of the $(w)$ or $(\top)$-rule). Such a ‘locality’ feature is more intrinsic to proof formalisms like deep inference where even structural rules such as contraction and cuts can be turned into their atomic versions.

### 3.4.3 Invertibility of inference rules and focussing

In structural proof theory, focussed proofs are a family of proofs that are more structural than usual sequent calculus proofs. They arise through goal-directed proof search where the search space is vastly reduced for focussed proofs. A sequent calculus is said to have the focussing property when focussed proofs are complete with respect to provability.
The starting point of focusing is the classification of the inference rules of linear logic into two categories: **invertible** and **non-invertible**. The conclusion of an invertible inference rule is provable iff its premises are provable. An inference rule is non-invertible if it is not invertible. For example, the $(\otimes)$-rule is invertible since we can derive its premise from its conclusion using the following derivation:

\[
\frac{\vdash \varphi^\perp, \varphi}{\vdash \psi^\perp, \psi} \quad (\text{id})
\]

\[
\frac{\vdash \varphi^\perp \otimes \psi^\perp, \varphi, \psi}{\vdash \Gamma, \varphi, \psi} \quad (\otimes)
\]

**Proposition 3.4.2.** The $\&$, $\otimes$, and $\perp$ rules of MALL are invertible. The $\otimes$ and $\oplus$ rules of MALL are non-invertible.

Therefore, one can apply invertible rules without losing provability. Note that one can also apply trivially apply the $(\top)$-rule without losing provability. The invertible rules along with $(\top)$-rule are called the **negative** rules.

Let us now consider an invertible rule. Imagine we have the sequent $\vdash a \otimes b, a^\perp \otimes b^\perp$. If we apply the tensor rule immediately, we lose provability. Moreover, after the application of the par rule, the tensor rule has to be of a certain shape: if the premises are $\vdash b, a^\perp$ and $\vdash a, b^\perp$ then again we lose provability. So, one cannot apply the tensor rule context-freely. Similarly, observe that one also cannot apply the $(1)$-rule whenever one wants and needs to make sure if there are no side formulas. The non-invertible rules along with the $(1)$-rule and $(0)$ (vacuously since there is no rule for $0$) are called the **positive** rules. Hence, the intuition is that applying negative rules preserves provability whereas applying positive rules may potentially lead to a loss of provability. By assigning arbitrary polarities to atomic variables one can extend the notion of polarities to formulas.\(^5\)

The crux of focusing is the following proof search strategy, called the **focusing discipline**:

- **Negative phase**: If the sequent contains a negative formula $N$, then decompose $N$.
- **Positive phase**: If the sequent contains only positive formulas, then some formula can be chosen as a **focus**. Recursively select its positive subformulas as principal formulas until a negative subformula is reached.

**Theorem 3.4.2** (Focussing Theorem). MALL **has the focusing property** i.e. $\vdash \Gamma$ has a proof if and only if $\vdash \Gamma$ has a focussed proof.

This theorem ensures that the focussing discipline is a complete proof-search strategy. Note that in this subsection we implicitly discuss only cut-free proofs since it is motivated by proof search and we know that if there is a proof of $\vdash \Gamma$ there is a cut-free proof of $\Gamma$.

---

\(^{5}\)Historically positive and negative rules were called *synchronous* and *asynchronous* rules respectively.
3.5 Proof-nets

In Section 3.4.1, we noted that although an LL proof may be reduced to two different cut-free proofs we are guaranteed that they are equal up to irrelevant permutations of inference rules. In particular, we would like to devise a proof formalism where the following two proofs \( \pi_1 \) and \( \pi_2 \) are the same.

\[
\begin{align*}
\vdash \varphi_1, \varphi_2, \psi_1, \psi_2 & \quad \rightarrow^x \quad \vdash \varphi_1, \varphi_2, \psi_1 \varphi_2 \psi_2 \\
\vdash \varphi_1 \varphi_2, \psi_1 \varphi_2 & \quad \rightarrow^x \quad \vdash \varphi_1 \varphi_2, \psi_1 \psi_2 \\
\vdash \varphi_1 \varphi_2, \psi_1 \varphi_2 & \quad \rightarrow^x \quad \vdash \varphi_1 \varphi_2, \psi_1 \psi_2
\end{align*}
\]

However, one must be careful that one does not quotient more than necessary i.e. equating two proofs with distinct computational content. In particular, we would like to differentiate the following two proofs in our formalism. (There are exactly two cut-free proofs of this sequent, and hence it is an alternative encoding of booleans in LL without using units. Also note, that the exchange rule is crucial; otherwise only one of the proofs would exist.)

\[
\begin{align*}
\vdash a, a^\perp \quad & \rightarrow^{\text{id}} \quad \vdash a, a^\perp \\
\vdash a, a^\perp \otimes a^\perp \quad & \rightarrow^{\otimes} \quad \vdash a, a^\perp \otimes a^\perp \\
\vdash (a \otimes a) \otimes (a^\perp \otimes a^\perp) \quad & \rightarrow^x \quad \vdash a \otimes a, a^\perp \otimes a^\perp
\end{align*}
\]

Proof-nets are a geometrical method of representing proofs that were invented to eliminate such kind of syntactic bureaucracy. A proof-net can be seen as a graph whose nodes are inference rules, which are thus ordered, and consequently less sequential than sequent calculus proofs. In particular, proof-nets recover the confluence of cut-elimination.

In this subsection, we will recall proof-nets for MLL without units. Proof-nets for MLL with units or MELL is not fully canonical and proof-nets for MALL are quite cumbersome and out of the scope of this thesis.

**Definition 3.5.1.** An **MLL proof-structure** is a vertex-labelled and edge-labelled directed multigraph where the nodes are labelled by rules \( \{\text{ax, cut, } \otimes, \otimes, \implies, \land\} \) and the edges are labelled by formulas such that:

- Nodes labelled **ax** have two incoming edges labelled \( \varphi \) and \( \varphi^\perp \) for some formula \( \varphi \) and no outgoing edges.
- Nodes labelled **cut** have two outgoing edges labelled \( \varphi \) and \( \varphi^\perp \) for some formula \( \varphi \) and no incoming edges.
- Nodes labelled \( \otimes \) (respectively, \( \otimes \)) have two outgoing edges labelled \( \varphi \) and \( \psi \) (from left to right) and one incoming edge labelled \( \varphi \otimes \psi \) (respectively, \( \varphi \otimes \psi \)), for some formula \( \varphi \) and \( \psi \).
- Nodes labelled \( \land \) have exactly one outgoing edge and no incoming edges.

A sequent proof, \( \pi \), in MLL can be translated into a proof-structure \( \text{dsq}(\pi) \) such that there is a bijection between the internal nodes of \( \text{dsq}(\pi) \) and the inference rules of \( \pi \).

**Definition 3.5.2.** Let \( \pi \) be a MLL proof. **Desequentialisation** of \( \pi \), denoted \( \text{dsq}(\pi) \), is defined by induction on the structure of \( \pi \) as follows. There are several cases based on the root node of \( \pi \).

The root node is **(id)**. The proof-structure corresponding to \( \vdash \varphi, \varphi^\perp \) (id) is the graph containing a single node **ax** with incoming edges labelled \( \varphi \) and \( \varphi^\perp \) which have **c** nodes as targets.
The root node is (cut). Let $\pi$ be of the form $\vdash \Gamma, \varphi \vdash \Delta, \varphi^\perp$ such that $\mathcal{R}_1$ and $\mathcal{R}_2$ are the desequentialisation of the subproofs rooted at $\vdash \Gamma, \varphi$ and $\vdash \Delta, \varphi^\perp$ respectively. Then, $\text{dsq}(\pi)$ is obtained by removing the $c$ nodes of $\mathcal{R}_1$ and $\mathcal{R}_2$ with outgoing edges $e_1, e_2$ labelled $\varphi$ and $\varphi^\perp$ respectively, and by introducing a new cut node with outgoing edges $e_1$ and $e_2$.

\[
\begin{align*}
\vdash \Gamma, \varphi \vdash \Delta, \varphi^\perp \quad \text{(cut)}
\end{align*}
\]

The root node is ($\otimes$). Let $\pi$ be of the form $\vdash \Gamma, \varphi \otimes \psi$ such that $\mathcal{R}_1$ and $\mathcal{R}_2$ are the desequentialisation of the subproofs rooted at $\vdash \Gamma, \varphi$ and $\vdash \Delta, \psi$ respectively. Then, $\text{dsq}(\pi)$ is obtained by removing the $c$ nodes of $\mathcal{R}_1$ and $\mathcal{R}_2$ with outgoing edges $e_1, e_2$ labelled $\varphi$ and $\psi$ respectively, and by introducing a new $\otimes$ node with outgoing edges $e_1$ and $e_2$ and an incoming edge labelled $\varphi \otimes \psi$ whose source is a new $c$ node.

\[
\begin{align*}
\vdash \Gamma, \varphi \vdash \Delta, \psi \quad \text{(}$\otimes$\text{)}
\end{align*}
\]

The root node is ($\&$) rule. Let $\pi$ be of the form $\vdash \Gamma, \varphi \& \psi$ such that $\mathcal{R}$ is the desequentialisation of the subproof rooted at $\vdash \Gamma, \varphi, \psi$. Then, $\text{dsq}(\pi)$ is obtained by removing the $c$ nodes of $\mathcal{R}$ with outgoing edges $e_1, e_2$ labelled $\varphi$ and $\psi$ respectively, and by introducing a new $\&$ node with outgoing edges $e_1$ and $e_2$ and an incoming edge labelled $\varphi \& \psi$ whose source is a new $c$ node.

\[
\begin{align*}
\vdash \Gamma, \varphi, \psi \quad \text{(}$\&$\text{)}
\end{align*}
\]

Definition 3.5.3. A proof net is a proof-structure that is the desequentialisation of some proof.

Example 3.5.1. The desequentialisation of the proofs $\pi_1$ and $\pi_2$ discussed at the beginning of this subsection are indeed the same.

The desequentialisation of the booleans are indeed different proof-nets $\mathcal{R}_1$ and $\mathcal{R}_2$. Note that non-commutativity (i.e., absence of the exchange rule) corresponds to the planarity of the proof-nets.
Proof-structures, therefore, allow to present sequent proofs in a non-sequential way but the objects are not inductively presented anymore which makes their logical correctness non-trivial. Observe that not every proof-structure represents (or is the desequentialisation of) an MLL proof. For example,

\[
\begin{align*}
\Phi &\rightarrow_{\text{MLL}} \Phi \\
\end{align*}
\]

Hence one imposes a correctness criterion to delineate a subset of “correct” proof-structures which belong to the image of the translation \(\text{dsq}(\bullet)\). There are several correctness criteria known in the literature. We will discuss the most well-known criterion, the so-called Danos-Regnier criterion.

**Definition 3.5.4.** A switching, \(\text{sw}\), of a proof-structure \(\mathcal{R}\) is a function from the set of \(\otimes\) nodes of \(\mathcal{R}\) to \{left, right\}. Given a switching \(\text{sw}\) of \(\mathcal{R}\), the correction graph is defined as the undirected graph \(\mathcal{R}\) where for each \(\otimes\) node \(p\), its \(\text{sw}(p)\) outgoing edge has been deleted.

**Definition 3.5.5.** A proof-structure is said to be DR-correct if for every switching, the correction graph is acyclic and connected.

**Example 3.5.2.** We will show that \(\mathcal{R}_1\) from Example 3.5.1 is DR-correct. There are four switchings viz.

\[
\begin{align*}
\Phi &\rightarrow_{\text{MLL}} \Phi \\
\end{align*}
\]

Note that each of these graphs is acyclic and connected. Therefore, \(\mathcal{R}_1\) is DR-correct.

**Theorem 3.5.1.** A proof-structure is a proof net iff it is DR-correct.

**Definition 3.5.6.** The cut elimination relation \(\rightarrow_{\text{MLL}}\) is the binary relation over proof-nets generated by the following set of graph rewrite rules.

\[
\begin{align*}
\phi &\rightarrow_{\text{MLL}} \phi' \\
\psi &\rightarrow_{\text{MLL}} \psi' \\
\end{align*}
\]
Lemma 3.5.1 (Correctness preservation). Let \( R \) be a proof-net and \( R \xrightarrow{MLL} R' \). Then \( R' \) is a proof-net.

**Theorem 3.5.2.** \( \xrightarrow{MLL} \) is confluent and terminating.

**Notes**

Linear logic was invented by Girard in [Gir87a] motivated comes from a semantical analysis of the models of System F. Many of the results and concepts stated here were born in that seminal paper.

For a survey of decidability results in linear logic, see [Lin95]. Many of the results were obtained by Lincoln during his PhD [Lin92]. Interestingly, a decidability proof for MELL was published but later the status of the problem was reverted when a crucial bug [Str19] was noticed. Girard published a book providing many insights into linear logic [Gir11]. A general technical survey is due to Curien [Cur05].

See [Avr88] for an alternative to phase semantics with regards to truth semantics of linear logic. See [AD93] for Kripke models of linear logic.

Focussing was invented and studied by Andreoli in his PhD thesis [And92]. Saurin [Sau08] observed that every proof could be focussed by simply permuting inference rules.

The correctness condition presented here was introduced in [DR89] (thus the “DR” in our presentation stands for “Danor-Regnier”). The original correctness condition of Girard is called the long-trip condition.

The Curry-Howard aspect of linear logic has not been mentioned in this brief summary. Natural deduction of linear logic was studied [Tro95, BACJ98] with the motivation to interpret \( \lambda \)-terms. Herbelin [Her95] provided a proofs vs programs correspondence directly in sequent proofs. A recent breakthrough has been interpreting sequent proofs as processes in \( \pi \)-calculus [Mil93, CP10].
Chapter 4

Linear logic with fixed points

What is Matter? - Never mind.
What is Mind? - No matter.

Punch, or The London Charivari (Vol. 29)

This chapter serves as a survey on \( \mu \text{MALL} \), the extension of propositional linear logic with the least and greatest fixed points. In Section 4.1 we will establish the syntax of \( \mu \text{MALL} \) and the peculiar notion of subformulas in this context. There are several sequent calculi for \( \mu \text{MALL} \). The first one is a wellfounded system with the so-called Park’s rules, which are rules directly inspired by the (co)induction principle. The second approach is inspired by the infinite descent proof technique that yields a non-wellfounded system and a circular system. We introduce these proof systems in Section 4.2 and compare the relative expressiveness in Section 4.3. Finally, we discuss the focussing property of these systems in Section 4.4. In Section 4.5 we briefly discuss the cut-elimination results for these systems and their consequences.

4.1 Linear logic with fixed points

In order to define a fixed point logic, one introduces explicit fixed point construct(s) and closes the language under these construct(s) thus obtaining a (potentially) richer logic. In this subsection, we will introduce \( \mu \text{MALL} \), the extension of MALL with the least and greatest fixed point operators.

**Definition 4.1.1.** Fix a countable set of propositional constants \( \mathcal{A} = \{a, b, \ldots\} \) and variables \( \mathcal{V} = \{x, y, \ldots\} \) such that \( \mathcal{A} \cap \mathcal{V} = \emptyset \). \( \mu \text{MALL} \) pre-formulas are given by the following grammar:

\[
\begin{align*}
\varphi, \psi &::= 0 \mid \top \mid \bot \mid 1 \mid a \mid x \mid \varphi \otimes \psi \mid \varphi \oplus \psi \mid \varphi \& \psi \mid \mu x. \varphi \mid \nu x. \varphi
\end{align*}
\]

where \( a \in \mathcal{A} \), \( x \in \mathcal{V} \), and \( \mu, \nu \) bind the variable \( x \) in \( \varphi \). Free and bound variables, and capture-avoiding substitution are defined as usual. The subformula ordering is denoted \( \preceq \) and \( \text{fv}(\bullet) \) denotes free variables. When a pre-formula is closed (i.e. no free variables), we simply call it a formula.

Negation, \( \bullet^\perp \), defined as a meta-operation on pre-formulas, will be used only on formulas. As expected, the least and greatest fixed points are the dual of each other.

**Definition 4.1.2.** Negation of a pre-formula is defined inductively as follows.

\[
\begin{align*}
0^\perp &= \top; \\
1^\perp &= 0; \\
\bot^\perp &= 1; \\
(a^\perp) &= a; \\
x^\perp &= x; \\
\varphi \otimes \psi^\perp &= \psi^\perp \otimes \varphi^\perp; \\
\varphi \oplus \psi^\perp &= \psi^\perp \oplus \varphi^\perp; \\
\varphi \& \psi^\perp &= \psi^\perp \& \varphi^\perp; \\
\mu x. \varphi^\perp &= \nu x. \varphi^\perp; \\
\nu x. \varphi^\perp &= \mu x. \varphi^\perp.
\end{align*}
\]
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The occurrence of a variable is positive if it occurs within an even number of $(\bullet)^+$ nestings. A formula $\varphi$ is said to be positive with respect to $x$ if every occurrence of $x$ is positive in $\varphi$.

The former presentation syntactically prevents us from writing formulas such as $\mu x.x^\perp$. Note that exponentials and non-monotonic definitions combine to yield inconsistency: for example, the formula $\mu x.x^\perp$ does not lead to an inconsistency, whereas $\mu x.? x^\perp$ does. However, in MALL, it is easy to check that the positivity condition and self-duality of variables are equivalent notions.

By an easy induction of the structure of formulas, we have that for all formulas $\varphi, \varphi^\perp = \varphi$. Write $\varphi[\psi/x]$ to denote the substitution of every occurrence of $x$ in $\varphi$ by $\psi$. We have $(\varphi[\psi/x])^\perp = \varphi^\perp[\psi^\perp/x]$.

Example 4.1.1. Let $\psi = \nu x.x \otimes (a \otimes a^\perp)$. Then,

$$\begin{align*}
\psi^\perp &= \mu x. (x \otimes (a \otimes a^\perp))^\perp \\
&= \mu x. x^\perp (a \otimes a^\perp)^\perp \\
&= \mu x. x (a^\perp \otimes a^\perp) \\
&= \mu x. x (a^\perp \otimes a)
\end{align*}$$

In order to work with fixed points logics, it is often necessary to generalise the notion of a subformula. In the following, we will introduce Fischer-Ladner subformulas and discuss their properties. Note that these results are logic-independent and hold for other fixed point logics such as the modal $\mu$-calculus.

Definition 4.1.4. Let $\rightarrow_{FL}$ be the binary relation between $\mu$MALL formulas given by the following:

- for all $\mu$MALL formulas $\varphi_0, \varphi_1, \varphi_0 \otimes \varphi_1 \rightarrow_{FL} \varphi_1$ where $i \in \{0,1\}$ and $\otimes \in \{\otimes, \circ, \otimes, \&\}$, and
- for all $\mu$MALL formulas $\varphi, \eta x. \varphi \rightarrow_{FL} \varphi[\eta x. \varphi/x]$ for $\eta \in \{\mu, \nu\}$.

Let $\rightarrow_{FL}$ be the reflexive and transitive closure of $\rightarrow_{FL}$. The Fischer-Ladner closure of a formula $\varphi$, denoted $\mathcal{FL}(\varphi)$, is defined as the set $\{\psi \mid \varphi \rightarrow_{FL} \psi\}$. The FL-graph of a formula $\varphi$, denoted $\mathcal{G}(\varphi)$, is the directed graph $(\mathcal{FL}(\varphi), \rightarrow_{FL})$.

It may not be immediately clear that the Fischer-Ladner closure is always finite since one cannot argue that the membership of one formula in this set only entails the membership of strictly smaller formulas, as it can be done for the usual notion of subformulas. We first give an example of a formula $\psi$ that has a finite Fischer-Ladner closure and invite the reader to observe that its FL-graph is, in fact, a regular tree rooted at $\psi$.

Example 4.1.2. The FL-graph of the formula $\psi$ of Example 4.1.1:

$$\begin{align*}
\mathcal{G}(\psi) = \mu x. x \otimes (a \otimes a^\perp) \\
\otimes (a \otimes a^\perp) \\
a^\perp \\
a \otimes a^\perp \\
\psi
\end{align*}$$

Lemma 4.1.1. Let $\varphi, \varphi_1$, and $\varphi_2$ be arbitrary formulas. We have the following.

1. $\mathcal{FL}(\varphi_1 \otimes \varphi_2) = \{\varphi_1 \otimes \varphi_2\} \cup \mathcal{FL}(\varphi_1) \cup \mathcal{FL}(\varphi_2)$ for $\otimes \in \{\otimes, \circ, \otimes, \&\}$.

2. $\mathcal{FL}(\varphi_1[\varphi_2/x]) = \{\psi[\varphi_2/x] \mid \psi \in \mathcal{FL}(\varphi_1)\} \cup \mathcal{FL}(\varphi_2)$ where $x \in \text{fv}(\varphi_1)$.

3. $\mathcal{FL}(\eta x. \varphi) = \{\eta x. \varphi\} \cup \{\psi[\eta x. \varphi/x] \mid \psi \in \mathcal{FL}(\varphi)\}$ for $\eta \in \{\mu, \nu\}$.

\(^1\)Not to be confused with positive formulas in the context of focussing.
Proof. Item (1) is immediate from the definition.

For item (2), we first observe that $\text{FL}(\varphi_1[\varphi_2/x]) \subseteq \{\psi[\varphi_2/x] \mid \psi \in \text{FL}(\varphi_1)\} \cup \text{FL}(\varphi_2)$ can be proved by showing that the RHS has the required closure properties. In the other direction, we divide the proposition into two smaller claims: Equations (4.1) and (4.2).

\[
\text{FL}(\varphi_1[\varphi_2/x]) \supseteq \{\psi[\varphi_2/x] \mid \psi \in \text{FL}(\varphi_1)\}. \tag{4.1}
\]

\[
\text{FL}(\varphi_1[\varphi_2/x]) \supseteq \text{FL}(\varphi_2). \tag{4.2}
\]

To prove Equation (4.1), suppose we have $\varphi_1 = \psi_0 \rightarrow_{\text{FL}} \psi_1 \rightarrow_{\text{FL}} \ldots \rightarrow_{\text{FL}} \psi_n = \psi$. We will induct on $n$. The base case is $n = 0$. So, $\psi = \varphi_1$. Since $\varphi_1[\varphi_2/x] \in \text{FL}(\varphi_1[\varphi_2/x])$ we are done. The induction case is $n > 0$. Consider $\psi_{n-1}$. Note that it cannot be an atom or a variable since there exists $\psi_n$ such that $\psi_{n-1} \rightarrow_{FL} \psi_n$. Suppose $\psi_{n-1} = \xi_1 \odot \xi_2$ where $\odot \in \{\land, \lor, \Rightarrow, \&\}$. By the induction hypothesis, $\xi_1 \odot \xi_2[\varphi_2/x] \in \text{FL}(\varphi_1[\varphi_2/x])$ which implies $\xi_1[\varphi_2/x]\text{FL}(\varphi_1[\varphi_2/x])$ and $\xi_2[\varphi_2/x]\text{FL}(\varphi_1[\varphi_2/x])$. Since $\psi_{n-1} \rightarrow_{\text{FL}} \psi_n$, either $\xi_1[\varphi_2/x] = \psi_n$ or $\xi_2[\varphi_2/x] = \psi_n$. Hence done. Now suppose $\psi_{n-1} = \eta y.\xi$ for $y \in \{\mu, \nu\}$. Then, by hypothesis, $\eta y.\xi[\varphi_2/x] \in \text{FL}(\varphi_1[\varphi_2/x])$ which implies $\xi[\varphi_2/x,\xi/y] \in \text{FL}(\varphi_1[\varphi_2/x])$. Since $\psi_{n-1} \rightarrow_{\text{FL}} \psi_n$, $\psi[\varphi_2/x,\xi/y] = \psi_n$ and hence we are done.

To prove Equation (4.2), we will induct on the depth of $x$ in $T(\varphi_1)$. Suppose we have that $x = \psi_0 \prec \psi_1 \prec \ldots \prec \psi_n = \varphi_1$. The base case is $n = 0$. So, $\varphi_1 = x$ (since $x \in \text{fv}(\varphi_1)$, it cannot be an atom or a different variable). Therefore, this case is trivial. The induction case is $n > 0$. Note that $x \in \text{fv}(\varphi_i)$ for all $i$. Consider $\psi_{n-1}$. By the induction hypothesis, $\text{FL}(\varphi_2) \subseteq \text{FL}(\varphi_{n-1}[\varphi_2])$. Note that $\psi_{n-1} \npreceq \varphi_1$ implies that $\varphi_1 \rightarrow_{\text{FL}} \psi_{n-1}$. One can easily show that $\text{FL}(\psi_{n-1}[\varphi_2]) \subseteq \text{FL}(\varphi_1[\varphi_2])$. Hence done.

For item (3), we have two cases, either $x \in \text{fv}(\varphi)$ or not. In the first case, we have:

\[
\text{FL}(\eta x.\varphi) = \{\eta x.\varphi\} \cup \text{FL}(\varphi[\eta x.\varphi]) \quad \text{[By definition]}
\]

\[
= \{\eta x.\varphi\} \cup \{\psi[\eta x.\varphi/x] \mid \psi \in \text{FL}(\varphi)\} \cup \text{FL}(\eta x.\varphi) \quad \text{[By item (2)]}
\]

Therefore, we have $\text{FL}(\eta x.\varphi) \supseteq \{\eta x.\varphi\} \cup \{\psi[\eta x.\varphi/x] \mid \psi \in \text{FL}(\varphi)\}$. The opposite direction is trivial. In the case $x \notin \text{fv}(\varphi)$, we have $x \notin \text{fv}(\psi)$ for all $\psi \in \text{FL}(\varphi)$ and hence $\{\psi[\eta x.\varphi/x] \mid \psi \in \text{FL}(\varphi)\} = \text{FL}(\varphi)$. Hence, we are done.

\[\square\]

**Theorem 4.1.1.** For any formula $\varphi$, $\text{FL}(\varphi)$ is a finite set.

**Proof.** By induction on $\varphi$. The base case is when $\varphi \in \mathcal{A} \cup \mathcal{V}$ or $\varphi$ is a unit. Then $\text{FL}(\varphi) = \{\varphi\}$ and we are done. For the induction case, we have two subcases.

**Case 1.** $\varphi = \varphi_1 \odot \varphi_2$ for $\odot \in \{\land, \lor, \Rightarrow, \&\}$.

By Lemma 4.1.1, $\text{FL}(\varphi) = \{\varphi\} \cup \text{FL}(\varphi_1) \cup \text{FL}(\varphi_2)$. Since $\text{FL}(\varphi_1)$ and $\text{FL}(\varphi_2)$ are finite by induction hypothesis, we are done.

**Case 2.** $\varphi = \eta x.\varphi'$ for $\eta \in \{\mu, \nu\}$.

By Lemma 4.1.1, $\text{FL}(\varphi) = \{\varphi\} \cup \{\psi[\varphi/x] \mid \psi \in \text{FL}(\varphi')\}$. Since $\text{FL}(\varphi')$ is finite by induction hypothesis, we are done.

\[\square\]

**Definition 4.1.5.** A syntax tree of a formula $\varphi$, denoted $T(\varphi)$ is the (possibly infinite) unfolding tree of its Fischer-Ladner graph $G(\varphi)$.

Recall that the syntax tree $T(\varphi)$ of an LL formula $\varphi$ induces a prefix closed language, $\mathcal{L}_\varphi \subseteq \{l, r, i\}^*$ such that there is a natural bijection between $\mathcal{L}_\varphi$ and the branches of the tree. In the case of $\mu\text{MALL}$, the syntax tree $T(\varphi)$ could potentially be infinite, hence the induced language can also contain infinite words i.e. $\mathcal{L}_\varphi \subseteq \{l, r, i\}^\infty$. 

4.2 Explicit vs. implicit induction

The Noetherian induction principle can be informally stated as follows. A proof of the statement that a certain property holds for an element of a wellfounded poset \((\mathcal{E}, \leq)\) can use the fact that it also holds for any smaller element. The wellfoundedness property of \(\leq\) guarantees the soundness of the proof. The proof methods (as formal proofs, the computational content of the proofs) could, however, be different. One can roughly classify induction-based proof methods as: (i) explicit induction, which covers the traditional schemata-based methods, and (ii) implicit induction, based on reductive procedures.

In proof theory, we, therefore, have a choice on how to model induction. On one hand, one can have wellfounded proofs with inference rules that express a general explicit induction scheme. On the other hand, one can have non-wellfounded proofs with inference rules that decompose the goal into subgoals. This alternative has deep historic roots in the form of different methods of circular reasoning like infinite descent. In this section, we will introduce the wellfounded sequent calculus \(\mu MALL\) and for \(\mu MALL\) which models explicit (co)induction and the circular and non-wellfounded calculi, \(\mu MALL \odot\) and \(\mu MALL \bowtie\) respectively, which model implicit (co)induction.

Consider the following rules:

\[
\begin{align*}
\frac{\varphi[\psi/x] \vdash \psi}{\mu x. \varphi \vdash \psi} \quad & (\mu) \\
\frac{\Gamma \vdash \varphi[\mu x. \varphi/x], \Delta \quad \Gamma \vdash \mu x. \varphi, \Delta}{\Gamma \vdash \mu x. \varphi, \epsilon} \quad & (\mu_\epsilon)
\end{align*}
\]

Construing the logical entailment as the underlying partial order, we get that \(\varphi(\psi) \leq \psi \implies \mu \varphi \leq \psi \) and \(\Gamma \leq \varphi(\mu \varphi) \implies \Gamma \leq \mu \varphi\). The first implication conveys the fact that \(\mu \varphi\) is smaller than any pre-fixed point of \(\varphi\). Plugging \(\Gamma = \varphi(\mu \varphi)\) in the second implication, we have that \(\varphi(\mu \varphi) \leq \mu \varphi\). Therefore \(\mu \varphi\) is a pre-fixed point of \(\varphi\). Combining these two, we have \(\mu \varphi\) is indeed the least fixed point of \(\varphi\).

The first implication is referred to as the Park induction rule and is an instance of the Noetherian induction principle. The second implication is called the unfolding rule. Dually we have the following rules for the greatest fixed point \(\nu\) viz. the folding rule and the Park coinduction rule. Again construing logical entailment as the underlying partial order, we have \(\nu \varphi\) as the greatest fixed point of \(\varphi\).

\[
\begin{align*}
\frac{\Gamma, \varphi[\mu x. \varphi/x] \vdash \Delta}{\Gamma, \nu x. \varphi \vdash \Delta} \quad & (\nu_1) \\
\frac{\psi \vdash \varphi[\psi/x]}{\psi \vdash \nu x. \varphi} \quad & (\nu)
\end{align*}
\]

Finally, we can take one-sided versions of the four rules and get

\[
\frac{\vdash \Gamma, \varphi[\mu x. \varphi/x]}{\vdash \Gamma, \mu x. \varphi} \quad (\mu) \\
\frac{\vdash \psi^+, \varphi[\psi/x]}{\vdash \psi^+, \nu x. \varphi} \quad (\nu)
\]

However, cuts are not admissible in this system. In particular, the sequent \(\vdash \mathbf{0}, \mathbf{0}, \nu x. x\) cannot be derived in a cut-free proof. It is easily verified by noting that no instance of an inference rule can have the conclusion \(\vdash \mathbf{0}, \mathbf{0}, \nu x. x\). However, there indeed exists a proof using a cut.

\[
\begin{align*}
\vdash & \mathbf{0}, \top & (id) \\
\vdash & \mathbf{0}, \top & (id) \\
\vdash & \mathbf{0}, \mathbf{0}, \top \otimes \top & (\otimes) \\
\vdash & \mathbf{0}, \mathbf{0}, \nu x. x & (cut)
\end{align*}
\]

This issue is often resolved by replacing Park’s rule for \(\nu\) presented above by the following two premisses rule.

\[
\frac{\vdash \Gamma, \psi \vdash \psi^+, \varphi[\psi/x]}{\vdash \Gamma, \nu x. \varphi} \quad (\nu)
\]

Note that Park’s rule for \(\nu\) is a special case of this rule:

\[
\frac{\vdash \psi^+, \psi}{\vdash \psi^+, \nu x. \varphi} \quad (\nu)
\]

\[
\begin{align*}
\vdash & \mathbf{0}, \top & (id) \\
\vdash & \mathbf{0}, \top \otimes \top & (\otimes) \\
\vdash & \mathbf{0}, \mathbf{0}, \nu x. x & (cut)
\end{align*}
\]
One can argue that since the $\oslash$s are invertible rules, one can have the following without having to allow for arbitrary invariants.

$$\vdash \Gamma, \mathcal{A} \left[ \left( \bigotimes_{i \in [n]} \psi_i \perp \right) / x \right] (\nu)$$

where $\Gamma = \psi_1, \ldots, \psi_n$ and if $\Gamma = \emptyset$ choose 1 as the invariant (by invertibility of the $(\perp)$ rule, one can assume $\Gamma = \bot$). Note that although this rule and previous one are equivalent up to provability, the proof of equivalence goes through a cut. Therefore, the inadmissibility of cuts in a system with the previous rule does not automatically imply the inadmissibility of cuts in a system with the above rule. Unfortunately, this new system also does not admit cuts as exemplified by the following proof of $\vdash b, \nu x.a$ which the readers can verify has no cut-free proof ($a, b$ are arbitrary atoms here).

Note that, essentially, we had to change the invariant with help of a cut.

**Definition 4.2.1.** The system $\mu \text{MALL}^{\text{ind}}$ is generated from the inference rules of $\text{MALL}$ given in Figure 3.1 and the following rules for the fixed points.

$$\vdash \Gamma, \varphi \left[ \left( \mu x.\varphi / x \right) \right] (\mu); \, \vdash \Gamma, \psi \vdash \psi \perp \left[ \left( \mu x.\varphi / x \right) \right] (\nu)$$

**Example 4.2.1.** Consider $\psi$ from Example 4.1.1. We have the following proof of the sequent $\vdash \psi$.

$$\vdash 1 (1) \vdash a, a \perp (\text{id})$$
$$\vdash a \oslash a \perp (\oslash)$$
$$\vdash 1 \oslash (a \oslash a \perp) (\oslash)$$
$$\vdash 1 \perp 1 \oslash (a \oslash a \perp) (\perp)$$
$$\vdash \psi (\nu)$$

The choice of a $\psi$ in the $(\nu)$ rule is akin to choosing the correct induction hypothesis. However, this rule does not preserve subformulas. In fact, one can also think of choosing $\psi$ as choosing a cut formula. Therefore, analyticity does not guarantee the subformula property in $\mu \text{MALL}^{\text{ind}}$. Moreover, this still poses a major automation challenge.

An alternative is to consider systems with implicit (co)induction. In such systems, the fixed point rules are fold and unfold.

$$\Gamma, \varphi[\mu x.\varphi / x] \vdash \Delta (\mu_1); \, \Gamma \vdash \varphi[\mu x.\varphi / x], \Delta (\mu_r)$$
$$\Gamma, \varphi[\nu x.\varphi / x] \vdash \Delta (\nu_1); \, \Gamma \vdash \varphi[\nu x.\varphi / x], \Delta (\nu_r)$$

As before, construing logical entailment as the underlying partial order, we have that $\varphi(\mu \varphi) \leq \Delta \Rightarrow \mu \varphi \leq \Delta$ and $\Gamma \leq \varphi(\mu \varphi) \Rightarrow \Gamma \leq \mu \varphi$. Plugging $\Delta = \Gamma = \varphi(\mu \varphi)$, we have that $\mu \varphi$ is a pre-fixed point and a post-fixed point. Therefore, $\mu \varphi$ is indeed a fixed-point (but not necessarily the least).

Observe that the rules of $\mu$ and $\nu$ are identical. Therefore, one can do the same argument for the $\nu$ rules and conclude that it is also a fixed point. So, one cannot differentiate between $\mu \varphi$ and $\nu \varphi$. This is problematic logically since both $\mu x. x$ and $\nu x. x$ are not provable using these rules but semantically and from a Curry-Howard perspective, it makes sense for the latter to be provable. Regardless, this is
a useful logic in our investigation, and we call the system $\mu MALL^\ast$. Note that $\mu MALL^\ast$ is equivalent to the logic with a unique self-dual fixed point operator with the above rules.

In order to make a distinction between $\mu$ and $\nu$, the first step is to move to non-wellfounded proofs. We will now describe the one-sided non-wellfounded and circular systems of $\mu MALL$.

**Definition 4.2.2.** A pre-proof of $\mu MALL^\infty$ is a possibly infinite tree generated from the inference rules of MALL (see Figure 3.1) and the one-sided version of the above rules viz.

\[
\frac{}{\Gamma, \mu x. \varphi \vdash (\mu)}; \quad \frac{}{\Gamma, \nu x. \varphi \vdash (\nu)}
\]

One of the key caveats of non-wellfounded proof theory is that, unconstrained, they admit inconsistencies: it is possible to derive any sequent.

\[
\vdash \mu x. x \quad \vdash \nu x. x \quad (\text{cut})
\]

For this reason, we impose a global criterion on pre-proofs. This criterion also helps us establish the necessary distinction between $\mu$ and $\nu$.

**Definition 4.2.3.** Given a pre-proof $\pi$, for all inference rules $r$ occurring in $\pi$, we define the immediate ancestor relation $IA(r)$ on formulas of $r$ by: $(\varphi, \psi) \in IA(r)$ if either one of the following holds

- $\varphi$ is principal and $\psi$ is auxiliary; or,
- $\varphi$ is a side formula in the conclusion and $\psi$ is a corresponding side formula in a premise; or,
- $r$ is structural and $\varphi$ is a formula in the conclusion and $\psi$ is a corresponding formula in a premise.

For the ease of the reader, we explicitly exhibit the $IA(\bullet)$ for the inference rules of $\mu MALL^\infty$ which have non-empty premisses.

\[
\frac{}{\Gamma_1, \varphi_1 \vdash \Gamma_2, \varphi_2} \quad (\text{cut}) \quad \frac{}{\Gamma_1, \varphi_1 \vdash \Gamma_2, \varphi_2} \quad (\otimes) \quad \frac{}{\Gamma_1, \varphi_1 \vdash \Gamma_2, \varphi_2} \quad (\&)
\]

**Definition 4.2.4.** Let $\beta = (\Gamma_i)_{i \leq \omega}$ be an infinite branch of a $\mu MALL^\infty$ pre-proof $\pi$ and let $r_i$ be the rule with conclusion $\Gamma_i$. A thread of $\beta$ is given by $k \in \mathbb{N}$ and a sequence of formulas $\{\varphi_i\}_{k \leq i < \omega}$ such that, for $k < i < \omega$, we have $(\varphi_i, \varphi_{i+1}) \in IA(r_i)$. The thread is said to be stationary if it is not infinitely often principal i.e. there exists $k' > k$ such that for all $i \geq k'$, $\varphi_i = \varphi_{k'}$ and $\varphi_i$ is not principal.

**Proposition 4.2.1.** Let $\tau$ be a thread. The set of formulas occurring infinitely often in $\tau$, denoted $\text{Inf}(\tau)$, is non-empty and admits a minimum with respect to the $\prec$ (subformula) ordering.

**Proof.** Let $\tau = \{\varphi_i\}_{k \leq i < \omega}$. By definition of immediate ancestors, $\varphi_{i+1} \in FL(\varphi_i)$ for all $k \leq i < \omega$. Therefore, $\varphi_i \in FL(\varphi_k)$ for all $k \leq i < \omega$. By Theorem 4.1.1, $FL(\varphi_k)$ is finite. Therefore, $\text{Inf}(\tau)$ is non-empty. We will now show that it admits a minimum with respect to the $\prec$ ordering.

Suppose $\tau$ is stationary i.e. there exists $k' > k$ such that for all $i \geq k'$, $\varphi_i = \varphi_{k'}$; therefore, $\text{Inf}(\tau) = \{\varphi_{k'}\}$ and we are done.

Suppose $\tau$ is not stationary. Then, $\{\varphi_i\}_{k \leq i < \omega}$ traces an infinite path in the unfolding of $G(\varphi_k)$. Therefore, $\text{Inf}(\tau)$ is isomorphic to a strongly connected subgraph $S$ of $G(\varphi_k)$. Observe that among the
nodes of $S$, there is a unique node $n$ which is nearest to the root $\varphi_k$. If it were the case that there were two nodes equidistant to the root then there would be a third node, nearer to the root contradicting the minimality of the distance between $n$ and $\varphi_k$. The formula corresponding to the node $n$ is the minimum with respect to the $\preceq$ ordering.

**Corollary 4.2.0.1.** Let $\tau$ be a non-stationary thread. Then, the minimum formula in $\text{Inf}(\tau)$ is a fixed point formula.

The result is subtle. The set of recurring formulas has a minimum in the $\preceq$ ordering, but it is not totally ordered. Consider the following proof of the formula $\varphi = \nu x. (x \oplus a) \otimes (x \oplus b)$.

Each branch of this proof has exactly one thread. The set of formulas occurring infinitely often along a thread in any branch that is not ultimately left-leaning or right-leaning is $\{\varphi, (\varphi \oplus a) \otimes (\varphi \oplus b), \varphi \oplus a, \varphi \oplus b\}$. This set has minimum viz. $\varphi$ but it is not totally ordered. In particular, $\varphi \oplus a$ and $\varphi \oplus b$ are incomparable.

Let $\pi$ be a $\mu\text{MALL}_\infty$ pre-proof. A branch that has at least one thread which is not ultimately stationary is called a **real branch**. If a branch is not real, it is called a **virtual branch**.

**Definition 4.2.5.** A thread $\tau$ is **progressing** if it is not stationary and the outermost connective of the smallest formula occurring infinitely often in $\tau$ is $\nu$.

**Definition 4.2.6.** A $\mu\text{MALL}_\infty$ pre-proof is called a **proof** if every infinite branch has a progressing thread.

**Example 4.2.2.** Coming back to our inconsistent example, note that while the right infinite branch has a progressing thread along $\nu x. x$ (indicated red), the left branch has no progressing thread, so the pre-proof is not a proof.

Now consider the formula $\psi$ in Example 4.1.1. The readers are encouraged to convince themselves that the following is a proof of the sequent $\vdash \psi$.

**Definition 4.2.7.** A $\mu\text{MALL}_\infty$ pre-proof is said to be **circular** (a.k.a. **regular**) if it has finitely many distinct sub-trees. The class of circular proofs is denoted by $\mu\text{MALL}_\infty \circlearrowright$.

**Theorem 4.2.1.** Given a regular pre-proof $\pi$, checking whether it is a proof is decidable. Moreover, the problem is PSPACE-complete.

We end this section by making a few passing observations that reinforce the robustness of the systems introduced.

**Canonicity of fixed-point operators.** An intrinsic property of logical operators is their canonicity (or lack thereof) i.e. if one adds duplicates of the same type to the language and copy-cat inference rules, then the duplicates are equivalent to their corresponding originals. An interesting question about a logic, and more precisely about its connectives, is whether a connective is equivalent to all of its duplicates. For example, MALL connectives are canonical whereas atoms and exponentials are non-canonical. It turns out that fixed point operators are also canonical.
**Canonicity of the progress condition.** The progress condition is conjectured to be maximal for cut-free proofs in the following sense: the set of valid cut-free proofs is the largest set of consistent cut-free pre-proofs.

**Progress condition vs. parity condition.** Moreover, the progress condition is very natural. Let $c : \mathbb{F}_\tau \to \mathbb{N}$ where $\mathbb{F}_\tau$ is the set of formulas occurring in a thread $\tau$ such that $c(\phi) \leq c(\psi)$ iff $\phi \preceq \psi$ and $\nu$-formulas are assigned even numbers. Then the progress condition is exactly the parity condition of combinatorial games. In fact, this connection is exploited to prove the decidability of the progress condition for regular pre-proofs (cf. Theorem 4.2.1) by reduction to the universality of non-deterministic parity $\omega$-word automata.
4.3 Expressiveness

In this subsection, we will explore the relative provabilities of the proof systems that we have introduced. In order to do so, we will first prove, one important property of these logics, viz. functoriality.

**Definition 4.3.1.** A logic is said to have the functoriality property if the following rule is derivable where \( \varphi \) is a formula such that \( x \in \text{fv}(\varphi) \).

\[
\frac{\vdash \psi^+, \psi'}{\vdash \varphi^+[\psi^+/x], \varphi[\psi'/x]} \quad \text{(func)}
\]

**Proposition 4.3.1.** \( \mu \text{MALL}^{\text{ind}}, \mu \text{MALL}^\odot \), and \( \mu \text{MALL}^\infty \) have the functoriality property.

**Proof.** We will prove by induction on the maximum depth of \( x \) in \( \varphi \). Therefore the base case is \( \varphi = x \) (it cannot be an atom or another variable distinct from \( x \) since \( x \in \text{fv}(\varphi) \)). In this case \( \text{func} \) is a trivial rule with identical premise and conclusion. There are several subcases for the induction step. The subcases for the multiplicative additive connectives follow from Proposition 3.4.1. We will exhibit the subcases when the outermost operator of \( \varphi \) is a fixed point.

Suppose \( \varphi = \nu y. \xi \). We assume that \( x \neq y \) and so \( \{x, y\} \subseteq \text{fv}(\xi) \). We will first exhibit for \( \mu \text{MALL}^{\text{ind}} \). Let \( \rho = \varphi^+[\psi^+/x] \).

\[
\text{IH} \quad \frac{\vdash \xi^+[\psi^+/x, \rho/y], \xi[\psi'/x, \rho^+/y]}{\vdash \rho, \xi[\psi'/x, \rho^+/y]} \quad (\mu)
\]

\[
\vdash \rho, \nu y. \xi[\psi'/x] \quad (\nu)
\]

Note that although the sizes of the formulas blows up, the maximum depth of \( x \) strictly decreases from \( \rho \) to \( \xi^+[\psi^+/x, \rho/y] \). Therefore, induction hypothesis can be applied. The case when \( \varphi = \mu y. \xi \) follows exactly similarly. We will now exhibit for \( \mu \text{MALL}^\infty \) and \( \mu \text{MALL}^\odot \) (since the proof is finite, they can be tackled at one go). Let \( \rho' = \varphi[\psi'/x] \).

\[
\text{IH} \quad \frac{\vdash \xi^+[\psi^+/x, \rho'/y], \xi[\psi'/x, \rho'/y]}{\vdash \rho, \xi[\psi'/x, \rho'/y]} \quad (\mu)
\]

\[
\vdash \rho, \rho' \quad (\nu)
\]

There are several ways to understand the functoriality property. Firstly, note that the proof indicates that it is a generalisation of the axiom expansion. Indeed the proof of Proposition 4.3.1 appeals to the axiom expansion of \( \text{MALL} \) and the case for the fixed points simplifies two fixed point formulas that are (almost) the duals of each other.

Consider the two-sided version of the rule:

\[
\frac{\psi \vdash \psi'}{\varphi[\psi/x] \vdash \varphi[\psi'/x]} \quad \text{(func)}
\]

 Construing logical entailment as a morphism we have that \( \varphi \) respects the morphism \( \psi \to \psi' \) which is the defining feature of a functor. Operationally, this corresponds to the map operator in functional programming. Imagine \( \psi \) is the type of integers and \( \psi' \) is the type of booleans and the proof of \( \psi \vdash \psi' \) corresponds to the parity function. Now suppose \( \varphi \) is the polymorphic type of lists i.e. \( \varphi[\psi] \) is type of integer lists and \( \varphi[\psi'] \) is the type of boolean lists. Then, functoriality is an operator that takes the parity function and a list of integers and returns a list of booleans which is the result of applying the parity function to each element of the list.

Finally, functoriality can also be seen as a deep inference property. In deep inference, not only can one apply inference rules to the outermost connectives but also to 'deeper' connectives. Functoriality somehow provides a similar power: one can bypass the connectives of \( \varphi \) and apply the inference rules on \( \psi \) or \( \psi' \) without losing provability.
4.3.1 Relative expressiveness of the different systems

In the following, we construe proof systems as a set of provable sequents. In this sense, if \( S \) and \( T \) are two proof systems of the same logical language, then \( S \subseteq T \) means that if a sequent is provable in \( S \) then it is also provable in \( T \).

We first note that \( \mu\text{MALL} \rangle \subseteq \mu\text{MALL} \rangle \) since a circular proof can be simply unfolded into a non-wellfounded proof.

Open Question

(Regularisation) Is \( \mu\text{MALL} \rangle \subseteq \mu\text{MALL} \rangle \)?

Cuts play a crucial role in regularisation. Although cuts are admissible in \( \mu\text{MALL} \rangle \), regularity is not preserved by cut elimination (more details in Section 4.5). Therefore in the case of circular proofs, the calculus without cuts is strictly weaker than the calculus with cuts. In fact, we can show that the cut-free \( \mu\text{MALL} \rangle \) and the cut-free \( \mu\text{MALL} \rangle \) are not equiprovable since \( \varphi = \nu x.x \otimes x \) has a cut-free \( \mu\text{MALL} \rangle \) proof but no corresponding cut-free \( \mu\text{MALL} \rangle \) proof.

\[
\vdash \varphi, \varphi, \varphi \quad (\otimes)
\]
\[
\vdash \varphi \otimes \varphi, \varphi \quad (\nu)
\]
\[
\vdash \varphi, \varphi, \varphi \quad (\otimes)
\]
\[
\vdash \varphi \otimes \varphi, \varphi \quad (\nu)
\]

However, there is indeed a regular proof with cuts of the aforementioned theorem.

\[
\vdash \varphi, \mu x.x \quad (\nu)
\]
\[
\vdash \varphi, \mu x.x, \varphi \quad (\nu)
\]
\[
\vdash \varphi, \mu x.x \quad (\otimes)
\]
\[
\vdash \varphi, \mu x.x \quad (\nu)
\]
\[
\vdash \varphi \quad (\text{cut})
\]

Therefore, the non-trivial question of regularisation is: Is \( \mu\text{MALL} \rangle \subseteq \mu\text{MALL} \rangle \) (possibly with cuts)?

Our next observation is that \( \mu\text{MALL} \rangle \subseteq \mu\text{MALL} \rangle \). It is enough to show that the Park coinduction rule can be simulated using circular proofs.

\[
\vdash \varphi, \mu x.x \quad (\nu)
\]
\[
\vdash \varphi, \mu x.x, \varphi \quad (\nu)
\]
\[
\vdash \varphi, \mu x.x \quad (\text{cut})
\]

Open Question

(Brotherston-Simpson conjecture) Is \( \mu\text{MALL} \rangle \subseteq \mu\text{MALL} \rangle \)?

Note that the unfolding rule for \( \nu \) can be derived using the Park coinduction rule as follows.

\[
\vdash \varphi \otimes [\mu x.\varphi^+ / x], \varphi[\mu x.\varphi / x] \quad (\mu)
\]
\[
\vdash \mu x.\varphi^+, \varphi[\mu x.\varphi / x] \quad (\text{func})
\]
\[
\vdash \Gamma, \varphi[\psi / x] \quad (\nu)
\]
\[
\vdash \Gamma, \psi \quad (\text{cut})
\]

\[
\vdash \Gamma, \psi \quad (\nu)
\]
\[
\vdash \Gamma, \psi \quad (\text{cut})
\]
This cannot be directly used to finitise regular proofs since a naive transformation will not guarantee the wellfoundedness of the translation. However, this indeed shows that $\mu MALL^* \subseteq \mu MALL^{ind}$. Since $\nu x.x$ is not provable in $\mu MALL^*$, the inclusion is strict. To summarise, we have the following:

$$\mu MALL^* \subseteq \mu MALL^{ind} \subseteq \mu MALL^{\bigcirc} \subseteq \mu MALL^\infty$$

### 4.3.2 Expressiveness in terms of other logics

Fixed points can be encoded in second-order linear logic ($LL^2$) vis-à-vis the following translation $[\cdot]: \mu MALL \rightarrow LL^2$.

$$[\varphi] = \varphi$$

$$[\varphi \odot \psi] = [\varphi] \odot [\psi]$$

$$[\mu x.\varphi] = \forall \psi.\exists \varphi (\varphi^+ \odot \psi) \psi^\perp$$

$$[\nu x.\varphi] = \exists \psi.\forall \varphi \psi^t (\varphi^+ \otimes \varphi) \odot \psi$$

**Lemma 4.3.1.** Let $\varphi$ be a $\mu MALL$ formula. If $\varphi$ is provable in $\mu MALL^{ind}$ then $[\varphi]$ is provable in $LL^2$.

**Lemma 4.3.2.** Let $\varphi$ be a $LL$ formula such that $\varphi = [\psi]$ for some $\mu MALL$ formula $\psi$. If $\varphi$ is provable in $LL^2$ then $\psi$ is provable in $\mu MALL^{ind}$.

From Lemma 4.3.1 and Lemma 4.3.2, we get the following.

**Theorem 4.3.1.** $\mu MALL^{ind}$ provability can be encoded in $LL^2$.

Therefore, fixed points in a sense are special cases of second-order quantification. Note that we crucially needed exponentials in order to simulate them. But in the propositional fragment, one can simulate the exponentials using fixed points.

**Definition 4.3.2.** The translation $[\cdot]: LL \rightarrow \mu MALL$ is defined as follows (we reuse the same notation from $LL^2$ encoding).

$$[\varphi] = \varphi$$

$$[\varphi \odot \psi] = [\varphi] \odot [\psi]$$

$$[?\varphi] = \mu x.\perp \oplus [\varphi] \oplus (x \otimes x)$$

$$[\varphi] = \nu x.1 \& [\varphi] \& (x \otimes x)$$

**Lemma 4.3.3.** Let $\varphi$ be a $LL$ formula. If $\varphi$ is provable in $LL$ then $[\varphi]$ is provable in $\mu MALL^{ind}$.

**Open Question**

Let $\varphi$ be a $\mu MALL$ formula such that $\varphi = [\psi]$ for some $LL$ formula $\psi$. If $\varphi$ is provable in $\mu MALL^{ind}$ then is $\psi$ provable in $LL$?

Therefore, in terms of expressiveness, $\mu MALL^{ind}$ lies between $LL$ and $LL^2$.

### 4.3.3 Expressiveness in terms of computational content

$\mu MALL$ is expressive enough to encode several (co)inductive data-types like lists and streams. In particular, natural numbers can be expressed. Recall that in $MALL$ one can already define the type $\textsf{Bool} := 1 \oplus 1$ as follows:

$$\frac{}{\vdash 1 \quad \text{(1)}}$$

$$\text{true} := \vdash \text{Bool} \quad \text{false} := \vdash \text{Bool} \quad \text{(2)}$$
We now define the type $\mathbb{N} := \mu x. 1 \oplus x$. The set of natural numbers is defined by the isomorphism $n \mapsto \pi_n$ where $\pi_n$ is defined inductively as follows.

\[
\begin{align*}
\pi_0 & := \frac{\vdash 1}{\vdash 1 \oplus 1} (\oplus_1) \\
\pi_n & := \frac{\vdash 1}{\vdash 1 \oplus \mathbb{N}} (\mu) \quad \pi_{n-1} \quad \frac{\vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu_2)
\end{align*}
\]

Notably one can encode the set of primitive recursive functions over natural numbers in $\mu\text{MALL}^{\text{ind}}$. In order to maintain a natural distinction between input and output, we switch to the two-sided system for the rest of this subsection. For example, the successor function will be encoded as a proof of the sequent $\mathbb{N} \vdash \mathbb{N}$:

\[
\frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu)
\]

We will first show that natural numbers can be contracted. Since there is only one formula in the context which works as the invariant, we use the one sequent $(\mu_\ell)$ rule.

\[
\begin{align*}
\pi_0 & := \frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu) \\
\pi_0 & := \frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu) \\
\pi_0 & := \frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu) \\
\pi_0 & := \frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu)
\end{align*}
\]

In the case of circular proofs, the invariant $\mathbb{N} \otimes \mathbb{N}$ which occurs naturally in the $\mu\text{MALL}^{\text{ind}}$ proof has to be reinstalled using a cut.

\[
\begin{align*}
\pi_0 & := \frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu) \\
\pi_0 & := \frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu) \\
\pi_0 & := \frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu) \\
\pi_0 & := \frac{\vdash \mathbb{N} \quad \vdash \mathbb{N}}{\vdash 1 \oplus \mathbb{N}} (\mu)
\end{align*}
\]

Encoding projection and composition is relatively straightforward. We will show that one can encode primitive recursion over natural numbers. Let $h : \mathbb{N}^{k+1} \to \mathbb{N}$, $f : \mathbb{N}^k \to \mathbb{N}$, and $g : \mathbb{N}^{k+2} \to \mathbb{N}$ such that

\[
\begin{align*}
h(0, x) &= f(x) \\
h(y + 1, x) &= g(y, h(y, x), x)
\end{align*}
\]

Let $\pi_f$ and $\pi_g$ be the proofs corresponding to $f$ and $g$ respectively. Let $\psi = (\mathbb{N}^k \to \mathbb{N}) \otimes \mathbb{N}$ be the
induction invariant.

where,

\[\pi = \frac{\frac{\pi_f : N^k \to N}{N^k \to N} \pi_0 : N^k \to N}{N, N^k \vdash N}\]

Again, using circular proofs the encoding is much more straightforward. We have

\[\pi = \frac{\frac{\pi_f \circ \pi_g \circ \pi_2 : N \to N}{N, N \vdash N} \pi_0 \circ \pi_1 : N \to N}{N, N \vdash N}\]

We note that polymorphic lists and streams are of type \(\mu x. \bot \oplus (A \otimes x)\) and \(\nu x. A \otimes x\) respectively, where the elements are of type \(A\). Note that non-wellfounded proofs are more expressive than circular proofs in this regard. For example, the stream \(1 :: 2 :: 3 :: \ldots\) given by the following \(\mu\text{MALL}^\infty\) proof cannot be represented by a cut-free circular proof.

In fact, using cut-free circular proofs one can only represents streams that are ultimately periodic. Finally, we claim that the minimisation operator \(\mu\) can be encoded using circular proofs in such a way that it sheds light on the computational aspect of the progress condition.

Let \(f : N^{k+1} \to N\). Define \(\mu_f : N^k \to N\) as \(\mu_f(x) = n\) if there exists \(n\) such that \(f(i, x) > 0\) for all \(0 \leq i \leq n - 1\) and \(f(n, x) = 0\). This is a partial function since for any \(x\), \(n\) is not guaranteed to exist. Minimisation can be encoded using circular proofs such that the progress condition corresponds to the totality of the function encoded. The encoding itself is beyond the scope of this thesis.
4.4 Focussing

The focussing result of MALL can be extended to proof systems of $\mu$MALL. The first step is to classify the fixed point operators as positive and negative. Since the dual of a positive formula is a negative formula (and vice versa) there are basically two choices, either $\mu$ is positive and $\nu$ is negative, or, $\mu$ is negative and $\nu$ is positive.

At this point, we observe that for $\mu$MALL$\text{ind}$ the $\mu$ rule is invertible whereas the $\nu$ rule is not in general. If one chooses a clever hypothesis (for example, the unfolding always works) then it is reversible.

\[
\begin{align*}
\vdash \varphi \quad & \quad \vdash \nu x. \varphi [\mu x. \varphi / x] \\
(\mu) & \quad & \quad (\nu)
\end{align*}
\]

By conventional reasoning, this goes on to indicate that $\mu$ is negative and $\nu$ is positive. However, consider the sequent $\vdash \top \otimes 1, \mu x. x$. The focussing discipline forces one to apply the $\mu$ rule and as a result, one is perpetually stuck in a loop. Note that, by classifying $\mu$ as negative, one still conserves the property that provability is invariant under the application of negative rules. However, there is no clear syntactic rationale to declare $\mu$ to be positive (and dually $\nu$ to be negative).

There is a denotational intuition for the polarity of fixed points. In denotational interpretations of polarised linear logic, positive formulas are interpreted as an object of the Eilenberg-Moore category of the $!$-comonad of any categorical model of LL. On the other hand, it is natural to interpret $\nu x. \varphi$ as a final coalgebra. Therefore, $\nu x. \varphi$ must be negative and by duality $\mu x. \varphi$ is positive. It should be further noted that obtaining the polarity of fixed point formulas from their LL$^2$ encoding is erroneous since the encoding does not preserve computational content.

At this juncture, we mention that the focussing property for MALL can be refined. We can, in fact, prove that $\pi$ is a proof of $\Gamma$ then either $\pi$ is a focussed proof or one can permute inference rules of $\pi$ to get a focussed proof. As an aside, this shows that focussing does not constrain the computational meaning of proofs. Back to permutations, this is a more robust characterisation of polarity: negative rules can be permuted with any other rule and positive rules can only be permuted with other positive rules. With this in mind, consider the following proof.

\[
\begin{align*}
\vdash \mu x. x, \nu x. x & \quad (\mu) \\
\vdash \mu x. x, \nu x. x & \quad (\nu)
\end{align*}
\]

Note that if we permute down infinitely many $\mu$ rules, we have a pre-proof that is not a proof whereas if we permute down infinitely many $\nu$ rules, we indeed have a proof.

**Theorem 4.4.1** (Focussing Theorem). $\mu$MALL$\text{ind}$, $\mu$MALL$\omega$, and $\mu$MALL$\infty$ have the focussing property i.e. $\vdash \Gamma$ has a proof iff $\vdash \Gamma$ has a focussed proof.
4.5 Cut-elimination

4.5.1 Cut-elimination of $\mu\text{MALL}^{\text{ind}}$

We first note that in Lemma 4.3.2, if the $\text{LL}_2$ proof is cut-free then so is the $\mu\text{MALL}^{\text{ind}}$ proof. Therefore one has the cut-admissibility of $\mu\text{MALL}^{\text{ind}}$ for free. Suppose we are given a $\mu\text{MALL}^{\text{ind}}$ proof of a sequent $\vdash \Gamma$ possibly with cuts. By Lemma 4.3.1, there is a $\text{LL}_2$ proof of $\vdash [\Gamma]$. By the cut-elimination result of $\text{LL}_2$, there is a cut-free proof of $\vdash [\Gamma]$. However, this uses the cut-elimination result of $\text{LL}_2$ as a black box and the use of the encoding prevents one from refining the cut-admissibility into a cut-elimination theorem.

It is indeed possible to get a properly constructive cut-elimination result by considering the following reduction rule along with the key cases of cut-elimination in $\text{MALL}$.

$$
\begin{align*}
\pi_1 & \vdash \Gamma, \varphi[\mu x. \varphi] \quad \pi_2 & \vdash \Delta, \psi \vdash \varphi^+ [\psi] \\
\pi_3 & \vdash \Gamma, \mu x. \varphi \quad \pi_4 & \vdash \Delta, \varphi^+ [\psi] \\
\vdash \Gamma, \Delta & \quad \vdash \text{id} \\
\end{align*}
$$

Obviously one also needs to add appropriate commutation rules with fixed-point formulas to commutation rules of cut-elimination in $\text{MALL}$. We do not explicitly write them here.

**Theorem 4.5.1.** Let $\pi$ be a $\mu\text{MALL}^{\text{ind}}$ proof. Then there exists $\pi'$ such that $\pi \rightarrow^*_{\mu\text{MALL}^{\text{ind}}} \pi'$ and $\pi'$ is cut-free.

4.5.2 Cut-elimination of $\mu\text{MALL}^\infty$

In finitary proof theory, a successful cut-elimination procedure guarantees that any proof can be reduced to a cut-free proof after a finite number of steps. Via the Curry-Howard correspondence, if reduced properly, this implies the termination of the program that the proof corresponds to. In the non-wellfounded setting, what we need to establish is not the termination of the cut-elimination procedure, but rather its *productivity* i.e. every finite prefix of the result can be computed in a finite number of steps. In particular, consider the following function $f : \mathbb{N} \rightarrow \text{Stream}\mathbb{N}$ that takes a natural number $n$ and produces the stream $n :: n+1 :: n+2 :: \ldots$.

$$
\begin{align*}
\pi_1 & \vdash \Gamma, \varphi[\mu x. \varphi] \\
\pi_2 & \vdash \Delta, \psi \vdash \varphi^+ [\psi] \\
\pi_3 & \vdash \Gamma, \mu x. \varphi \quad \pi_4 & \vdash \Delta, \varphi^+ [\psi] \\
\vdash \Gamma, \Delta & \quad \vdash \text{id} \\
\end{align*}
$$

A successful cut-elimination procedure guarantees that for all $k$, one can inspect $n :: n+1 :: n+2 :: \cdots :: n+k$ in a finite time. Note that this also shows that circular proofs are not closed under cut-elimination. Therefore, we will only consider $\mu\text{MALL}^\infty$.  

In finitary proof theory, cut elimination may proceed by reducing topmost cuts but there is no such thing, in general, as a topmost cut in non-well-founded proof theory. Instead one relies on the reduction of bottom-most cuts using a generalized cut-rule, the multicut rule. A multicut is a rule with arbitrary number of premisses where pairs of premisses constitute a cut rule. One can visualise this as the flattening of a tree of cuts. The following is an instance of a multicut rule. The blue lines indicate two cuts that have been flattened.

\[
\vdash \Gamma, \nu, \nu, \Delta \quad \vdash \Gamma, \Delta \quad \text{(mcut)}
\]

A \(\mu\text{MALL}^\infty\) proof (possibly with cuts) can be transformed into a \(\mu\text{MALL}^\infty\) proof by first assigning explicit addresses to formulas, then permuting cuts so that they are consecutive, and then applying the following rule called \text{merge} in a bottom-up manner such that there is at most one \text{mcut} rule on every branch.

\[
\begin{array}{c}
\cC \vdash \Delta, F \\
\cC \vdash \Delta, F^\perp \\
\hline \\
\cC \vdash \Delta, \Gamma \\
\hline \\
\cC \vdash \Sigma
\end{array}
\quad \text{(cut)}
\]

\[
\begin{array}{c}
\cC \vdash \Delta, F \\
\cC \vdash \Delta, F^\perp \\
\hline \\
\cC \vdash \Delta, \Gamma \\
\hline \\
\cC \vdash \Sigma
\end{array}
\quad \text{→merge}
\]

\[
\begin{array}{c}
\cC \vdash \Delta, F \\
\cC \vdash \Delta, F^\perp \\
\hline \\
\cC \vdash \Delta, \Gamma \\
\hline \\
\cC \vdash \Sigma
\end{array}
\quad \text{(mcut)}
\]

We do not mention other multicut reduction rules since that is not the focus of this thesis. We denote them by \(\rightarrow_r\) where \(r\) is the label indicating the type of the reduction and the pair of cut occurrences (again, working with occurrences is crucial here) it is acting on. Let \(\rightarrow_r\) be the union of all such \(\rightarrow_r\).

There is a final piece to the puzzle. In order to obtain productivity of the cut-elimination procedure, one needs to restrict the set of reduction sequences and start from pre-proofs that satisfy the progress condition. A priori, productivity only guarantees that we obtain a pre-proof at the limit of the cut-elimination procedure. One also needs to ensure that the limit is indeed a proof typically while considering (the productivity of) higher-order functions, where the result of a cut-elimination may itself be used as a function.

**Definition 4.5.1.** Let \((\pi_i \rightarrow \pi_{i+1})_{i<\omega}\) be a multicut reduction sequence. The sequence is said to be **fair** if for all \(i \in \omega\) such that \(\pi_i \rightarrow_r \pi'\) there is some \(j \in \omega\) such that \(j \geq i\) and \(\pi_j \rightarrow_r \pi_{j+1}\).

**Theorem 4.5.2.** Let \((\pi_i \rightarrow \pi_{i+1})_{i<\omega}\) be a fair reduction sequence such that \(\pi_0\) is a proof. Then there exists a cut-free proof \(\pi \in \mu\text{MALL}^\infty\) such that \(\lim_{n \rightarrow \infty} d(\pi, \pi_n) = 0\).

The proof of Theorem 4.5.2 is especially intricate. There are two things to be shown: (i) fair multicut reductions are strongly convergent (ii) the limit is progressing. To obtain both of these, it is crucial that \(\pi_0\) satisfies the progress condition. Both are proofs by contradiction. For (i), assuming that there exists an infinite fair sequence of multicut commutation steps, one can derive the proof of the empty sequent in a suitably defined proof-system \(\mathcal{S}\). For (ii), assuming that the limit is not progressing, one gets a proof of a sequent with a list of \(\text{0}\)s in the aforementioned proof system \(\mathcal{S}\). In both cases, the contradiction is dependent on the soundness of \(\mathcal{S}\) which is established by a semantic argument.

Before concluding, we mention that there have been some very recent advances in generalising Theorem 4.5.2. First, note that although the progress condition is crucial for proving Theorem 4.5.2 but it is not necessary for the productivity of cut-elimination. For example, the pre-proof in Figure 4.1b although not progressing can be productively reduced. One can generalise the progress condition to the so-called **bouncing-thread progress condition** in order to capture some (but not all) such proofs.
Theorem 4.5.3. Let \((\pi_i \rightarrow \pi_{i+1})_{i<\omega}\) be a fair reduction sequence such that \(\pi_0\) is a pre-proof satisfying the bouncing-thread progress condition. Then there exists a cut-free proof \(\pi \in \mu\text{MALL}^\infty\) such that \(\lim_{n \to \infty} d(\pi, \pi_n) = 0\).

The bouncing-thread progress condition, however, is not robust under the permutation of inference rules. For example, the pre-proof in Figure 4.1a does not satisfy the bouncing thread progress condition although it is permutatively equivalent to the one in Figure 4.1b.

Notes

Fischer-Ladner closure was first introduced in the context of propositional dynamic logic [FL79]. Early approaches [Gir92] to adding fixed points to linear logic considered a sort of a \(Y\)-combinator that could not discriminate between a least and greatest fixed point.

\(\mu\text{MALL}^\text{ind}\) with first order predicates and equality was first introduced by Baelde and Miller [BM07, Bae08]. Baelde established its focussing property, expressivity, and cut-elimination (initially an indirect proof via LL\(^2\) and then a direct proof [Bae12] using candidates of reducibility). Subsequently, ludics [BDS15] and coherence space semantics [EJ21], on the semantic side, and deep inference systems [CG14], on the syntactic side, have been studied for \(\mu\text{MALL}^\text{ind}\). On a related note, game semantics [Cla09a, Cla09b, Cla10] has been studied for a wellfounded calculus of \(\mu\text{LJ}\).

Santocanale [San02] introduced a circular proof system for the additive fragment of \(\mu\text{MALL}\) and showed a correspondence to simple computations on (co)inductive data. Along with Fortier [FS13, For14], he subsequently established cut-elimination for that fragment. Non-wellfounded and circular proof systems for \(\mu\text{MALL}\) were introduced in [BDS16] which studied \(\mu\text{MALL}^\infty\) focussing and cut-elimination, the latter being especially challenging since the combinatorial and topological techniques of [FS13] do not scale to the multiplicatives. Bouncing threads were introduced in [BDKS22].

The decidability of the progress condition of \(\mu\text{MALL}^{\ominus}\) was shown in [Dou17] and the hardness result was proved in [NST19]. For an abstract categorical treatment of the progress condition in circular proofs, see [Weh21].

On the Curry-Howard side, a corollary of the result in [KPP21] is that \(\mu\text{MALL}^{\ominus}\) is at least as expressive as Gödel’s System T and [DP22, CP22] explores fragments of \(\mu\text{MALL}^{\ominus}\) and \(\mu\text{MALL}^\infty\) as session-typed processes.

Finally, we remark that non-wellfounded proof theory is not a peculiarity of fixed point logics or of logics that express some form of inductive reasoning. A notable example is a provability logic called Gödel-Löb logic [Sha14].
Part I

Provability of the sequent calculus
Chapter 5

Phase semantics of $\mu$MALL systems

This part, consisting of Chapter 5 and Chapter 6, is dedicated to studying the provability of the different proof systems of $\mu$MALL introduced in Chapter 4. In Chapter 5, we will explore the truth semantics and in Chapter 6, we will explore the complexity of the decision problem “Given $\Gamma$, is $\Gamma$ provable?” for the various systems. The results in this part indicate both familiar similarities and striking differences between $\mu$MALL and fixed-point logics in other settings.

In this chapter, we dedicate ourselves to the phase semantics of $\mu$MALL. In Section 5.1 we devise sound and complete phase semantics for $\mu$MALL. As usual, this gives us a (non-effective) cut-admissibility by a technique due to [Oka96, Oka99]. Therefore this serves as an alternate proof of $\mu$MALL cut-admissibility. In Section 5.2, we introduce a family of wellfounded infinitely branching calculi for $\mu$MALL that enjoy very natural phase semantics. This serves as a bridge towards exploring the phase semantics of the circular and non-wellfounded calculi which we discuss in Section 5.4.

5.1 $\mu$MALL$^{\text{ind}}$ phase semantics

We start by recalling Theorem 4.3.1 i.e. one can faithfully encode $\mu$MALL$^{\text{ind}}$ in LL$^2$. Therefore, one can use LL$^2$ phase semantics [Oka96, Oka99] to define the phase semantics of $\mu$MALL$^{\text{ind}}$. We will briefly discuss the phase semantics of LL$^2$ now.

Fix a phase space $M = (M, 1, \perp)$. We denote the set of facts by $X_M$. We enrich the phase model by a particular subset of $X_M$ which we will denote by $D$ such that the interpretation of LL$^2$ formulas are elements of $D$. We will now set up the definitions required to specify $D$.

**Definition 5.1.1.** For any set of facts $D \subseteq X_M$, the set of contexts $C_D$ is given by the following grammar

$$ f, g ::= [ ] \mid X \in D \mid f \odot g $$

where $\odot \in \{\odot, \sqcap, \land, \oplus\}$. Substitution of contexts is defined as expected: for any $X \in D$, $f[X] \in D$ is $f$ where every occurrence of $[ ]$ has been replaced by $X$.

**Definition 5.1.2.** $D \subseteq X_M$ is said to be LL$^2$-closed if

- $\{\perp, \perp, M, M\} \subseteq D$;
- $D$ is closed under the operations $(\bullet)^{-}, \odot, \sqcap, \land, \oplus$; and
- for all $f \in C_D$, $\bigcap_{X \in D} f[X] \in D$ and $\bigcup_{X \in D} f[X] \in D$.

The phase model of LL$^2$ is a 3-tuple $(M, D, V)$ where $M$ is a phase space, $D$ is an LL$^2$-closed set of facts, and $V$ is a $D$-valuation i.e. a map of the form $V : A \cup V \to D$. Given a $D$-valuation $V$, define the enrichment $V[x \mapsto X]$ of $V$ as follows:

$$ V[x \mapsto X][y] := \begin{cases} V(y) & \text{if } x \neq y; \\ X & \text{otherwise.} \end{cases} $$

Note that $V[x_1 \mapsto X_1, \ldots, x_n \mapsto X_n] = V[x_{\pi(1)} \mapsto X_{\pi(1)}, \ldots, x_{\pi(n)} \mapsto X_{\pi(n)}]$ for any permutation $\pi$ of $[n]$. Therefore the sequence of enrichments can be treated as a set. We write it as $V[x_1 \mapsto X_1, \ldots, x_n \mapsto X_n]$. 
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The interpretation is now easy to define. The interpretation of MALL operators and units are standard. Quantifier formulas are interpreted as follows.

\[
\begin{align*}
[\exists x. \varphi(x)]^V &:= \left( \bigcup_{X \in \mathcal{D}} [\varphi]^V[x \mapsto X] \right)^\bot \\
[\forall x. \varphi(x)]^V &:= \bigcap_{X \in \mathcal{D}} [\varphi]^V[x \mapsto X]
\end{align*}
\]

Note that the closure properties of \( \mathcal{D} \) ensure that the codomain of the interpretation is \( \mathcal{D} \).

**Theorem 5.1.1.** Let \( \varphi \) be an LL\(^2\) formula. Then, \( \varphi \) is provable iff for all phase models \((M, \bot, D, V)\), we have \( 1 \in [\varphi]^V \) where 1 is the unit of the monoid.

Let \( \varphi \) be a \( \mu\text{MALL} \) formula. Then, by Theorem 4.3.1 and Theorem 5.1.1, \( \varphi \) is provable in \( \mu\text{MALL} \) \( \iff \) \( 1 \in [\varphi]^V \). Therefore, \( [\bullet]^V \) is a sound and complete interpretation for \( \mu\text{MALL} \).

### 5.1.1 Direct interpretation of \( \mu\text{MALL} \) formulas

The above trick is barely insightful since it relies on the phase semantics of LL\(^2\) as a black box. In this section, we essentially peek into this black box and develop a direct interpretation of \( \mu\text{MALL} \) with minimal requirements. We begin by observing that the set of all facts of a phase space induces a complete lattice.

Let \( \mathcal{M} = (M, 1, \bot) \) be a phase space and \( \mathcal{X}_M \) be the set of all facts.

**Proposition 5.1.1.** \( \mathcal{X}_M \) is closed under arbitrary \& and \( \oplus \) operations.

**Proof.** Let \( \{X_i\}_{i \in I} \) be a set of facts. Let \( U = \bigoplus_{i \in I} \{X_i\} \). Then

\[
U^\bot = \left( \bigcup_{i \in I} X_i \right)^{\bot\bot} = \left( \bigcup_{i \in I} X_i \right)^\bot
\]

[By Proposition 3.3.1.5]

Therefore, \( U^{\bot\bot} = U \). So, \( U \) is a fact. Let \( V = \bigcap_{i \in I} X_i \). Then,

\[
V = \bigcap_{i \in I} X_i^\bot = \left( \bigcup_{i \in I} X_i^\bot \right)^\bot
\]

[By Proposition 3.3.1.6]

Therefore, \( V \) is a fact (since it is of the form \( Y^\bot \) for some \( Y \)).

Therefore, all subsets of \( \mathcal{X}_M \) have both a supremum and an infimum in \( \mathcal{X}_M \). We have the following.

**Corollary 5.1.1.1.** \((\mathcal{X}_M, \subseteq, \oplus, \& \oplus, \bot, M)\) is a complete lattice.

Therefore, by Tarski’s theorem (Theorem 2.0.2), any monotonic function \( \xi : \mathcal{X}_M \rightarrow \mathcal{X}_M \) has a fixed point. Furthermore, the least fixed point \( \mu \xi \) (respectively, the greatest fixed point \( \nu \xi \) by duality) is given by

\[
\mu \xi = \bigcap_{X \in \mathcal{X}_M} \{X \mid X \subseteq \xi(X)\} \quad ; \quad \nu \xi = \left( \bigcup_{X \in \mathcal{X}_M} \{X \mid X \subseteq \xi(X)\} \right)^\bot
\]

In order to extend the phase semantics of MALL to \( \mu\text{MALL} \) we extend valuations to variables i.e. for any valuation \( V \), \( \text{dom}(V) = A \cup V \) (as we already did for LL\(^2\)) and define \([F]^V\) by induction on \( F \).
with the usual interpretation of atoms, units, and multiplicative-additive connectives and as follows for fixed points formulas:

\[
[x]^{V} = V(x) \\
[\mu x. \phi]^{V} = \bigcap_{X \in \mathcal{X}_M} \{ X \mid [\varphi]^{V[x \mapsto X]} \subseteq X \} \\
[\nu x. \phi]^{V} = \left( \bigcup_{X \in \mathcal{X}_M} \{ X \mid X \subseteq [\varphi]^{V[x \mapsto X]} \} \right)^{\perp \perp}
\]

This interpretation is sound but the completeness is not clear. Indeed, not all facts necessarily have a pre-image, therefore \([F]^{V[x \mapsto X]}\) does not exactly correspond to syntactic substitution and the syntactic model is not a phase model. We need to allow strict subsets of \(X\) for building fixed points. As above in the case of \(\text{LL}^2\), one cannot consider any subset of \(A\) for this purpose and we shall require that they satisfy some closure properties. We essentially restrict the codomain of \([\bullet]^{V}\) to subspaces of \(\mathcal{X}_M\) closed under \(\mu\text{MALL}\) operations using the same technique as \(\text{LL}^2\).

Recall \(\mathbb{C}_D\) is the set of contexts. For \(f \in \mathbb{C}_D\), define \(\mu f = \bigcap_{X \in \mathcal{D}} \{ X \mid f(X) \subseteq X \}\) and \(\nu f = (\bigcup_{X \in \mathcal{D}} \{ X \mid X \subseteq f(X) \})^{\perp \perp}\).

**Definition 5.1.3.** \(\mathcal{D} \subseteq \mathcal{X}_M\) is said to be \(\mu\)-closed if

- \(\{ \bot, \bot^{\perp}, M, M^{\perp} \} \subseteq \mathcal{D}\);
- \(\mathcal{D}\) is closed under the operations (\(\bullet\)^\perp, \(\otimes\), \(\&\), and \(\oplus\)); and
- for all \(f \in \mathbb{C}_D\), \(\mu f \in \mathcal{D}\) and \(\nu f \in \mathcal{D}\).

A phase space \(M\) equipped with a \(\mu\)-closed set of facts \(\mathcal{D}\) is called a \(\mu\)-phase space. A \(\mu\)-phase space along with a \(\mathcal{D}\)-valuation is called a \(\mu\)-phase model. The \(\mu\)-phase semantics \([\bullet]^{V}\) is a function that takes a \(\mu\text{MALL}\) pre-formula \(\varphi\) and returns a fact in \(\mathcal{D}\). Note that \([\mu x. \phi]^{V}\) and \([\nu x. \phi]^{V}\) are defined as before except \(X\) ranges over \(\mathcal{D}\). A priori, the semantics of pre-formula is only an element of \(\mathcal{X}_M\). The closure properties of \(\mathcal{D}\) ensure \([F]^{V}\in \mathcal{D}\) for every formula \(F\) and \(\mathcal{D}\)-valuation \(V\).

**Proposition 5.1.2.** For all \(\mu\text{MALL}\) pre-formulas \(\varphi\), all phase models \((M, \mathcal{D}, V)\), \([\varphi]^{V}\in \mathcal{D}\).

**Proof.** By simple induction on preformulas. The base case holds since the codomain of \(V\) is \(\mathcal{D}\) and Definition 5.1.3 ensures that the interpretations of the units are in \(\mathcal{D}\). The induction case has two subcases.

- Suppose \(\varphi = \psi \odot \psi’\) for some \(\text{MALL}\) operator \(\odot\). By induction hypothesis \([\psi]^{V}\) and \([\psi’]^{V}\) are in \(\mathcal{D}\) and by the closure properties of \(\mathcal{D}\), \([\psi]^{V} \odot [\psi’]^{V}\in \mathcal{D}\).

- Suppose \(\varphi = \mu x. \psi\). Note that \([\psi]^{V} = \mu f\) where \(f = [\varphi]^{V[x \mapsto \bot]}\). By induction hypothesis \([\psi]^{V[x \mapsto \bot]}\) is an element of \(\mathbb{C}_D\). Therefore, by the closure property of \(\mathcal{D}\), \(\mu f \in \mathcal{D}\).

\(\square\)

We will prove the monotonicity of \(\mu\text{MALL}\) operations. For that, we need to prove a basic property of facts.

**Proposition 5.1.3.** If \(S, T, U, V\) are subsets of \(M\) such that \(S \subseteq T\) and \(U \subseteq V\) then \(SU \subseteq TV\).

**Proof.** Suppose \(x = su \in SU\) such that \(s \in S\) and \(u \in U\). Then, \(s \in T\) and \(u \in V\). Hence \(x = st \in TV\).

\(\square\)

**Lemma 5.1.1 (Monotonicity).** Let \(F\) be a \(\mu\text{MALL}\) pre-formula with at most one free variable \(x\). If \(X \subseteq Y\) then \([\varphi]^{V[x \mapsto X]} \subseteq [\varphi]^{V[x \mapsto Y]}\).

**Proof.** By induction on \(\varphi\). The base case is when \(\varphi\) is an atom, a variable, or a unit which are trivial.

- Suppose \(\varphi = p \in \mathcal{A} \cup \{ \bot, 1, 0, \top \}\). Then, \([\varphi]^{V[x \mapsto \bot]} = [\varphi]^{V[x \mapsto \top]} = V(p)\).

- Suppose \(\varphi = y \in \mathcal{Y}\). There are two cases. If \(y \neq x\), then \([\varphi]^{V[x \mapsto \bot]} = [\varphi]^{V[x \mapsto \top]} = V(y)\). Otherwise, we have \([\varphi]^{V[x \mapsto \bot]} = X \subseteq Y = [\varphi]^{V[x \mapsto \top]}\).
There are several subcases for the induction case.

- Suppose \( \varphi = \psi \otimes \psi' \).

\[
[\psi]^{V[x \to X]} \subseteq [\psi']^{V[x \to Y]}; [\psi']^{V[x \to X]} \subseteq [\psi'']^{V[x \to Y]} \quad \text{[By IH]}
\]
\[
\Rightarrow [\psi]^{V[x \to X]} \cup [\psi']^{V[x \to X]} \subseteq [\psi']^{V[x \to Y]} \quad \text{[By Proposition 5.1.3]}
\]
\[
\Rightarrow ([\psi']^{V[x \to Y]})^\perp \subseteq ([\psi''']^{V[x \to Y]})([[\psi']^{V[x \to Y]}] \cup [\psi''']^{V[x \to Y]})^\perp \quad \text{[By Proposition 5.1.3]}
\]
\[
\Rightarrow [\varphi]^{V[x \to X]} \subseteq [\varphi']^{V[x \to Y]} \quad \text{[By Proposition 3.3.1]}
\]

- Suppose \( \varphi = \psi \& \psi' \).

\[
[\psi]^{V[x \to X]} \subseteq [\psi']^{V[x \to Y]}; [\psi']^{V[x \to X]} \subseteq [\psi''']^{V[x \to Y]} \quad \text{[By IH]}
\]
\[
\Rightarrow ([\psi']^{V[x \to Y]})^\perp \subseteq ([\psi''']^{V[x \to Y]})([[\psi']^{V[x \to Y]}] \cup [\psi''']^{V[x \to Y]})^\perp \quad \text{[By Proposition 5.1.3]}
\]
\[
\Rightarrow (([\psi']^{V[x \to Y]})^\perp (\psi''')^{V[x \to Y]})([[\psi']^{V[x \to Y]}] \cup [\psi''']^{V[x \to Y]})^\perp \quad \text{[By Proposition 3.3.1]}
\]
\[
\Rightarrow [\varphi]^{V[x \to X]} \subseteq [\varphi']^{V[x \to Y]} \quad \text{[By Proposition 3.3.1]}
\]

- Suppose \( \varphi = \psi \oplus \psi' \).

\[
[\psi]^{V[x \to X]} \subseteq [\psi']^{V[x \to Y]}; [\psi']^{V[x \to X]} \subseteq [\psi''']^{V[x \to Y]} \quad \text{[By IH]}
\]
\[
\Rightarrow [\psi]^{V[x \to X]} \cup [\psi']^{V[x \to X]} \subseteq [\psi']^{V[x \to Y]} \cup [\psi''']^{V[x \to Y]} \{\psi'''}^{V[x \to Y]} \quad \text{[By Proposition 3.3.1]}
\]
\[
\Rightarrow [\varphi]^{V[x \to X]} \subseteq [\varphi']^{V[x \to Y]} \quad \text{[By Proposition 3.3.1]}
\]

- Suppose \( \varphi = \mu_y.\psi \). Observe that \( y \neq x \) since we assumed that \( x \) is not a bound variable in \( \varphi \). Now by hypothesis, for any fact \( Z \), \( [\psi]^{V[x \to X, y \to Z]} \subseteq [\psi]^{V[x \to Y, y \to Z]} \). Therefore, for every \( Z \) such that \( [\psi]^{V[x \to X, y \to Z]} \subseteq Z \) we have \( [\psi]^{V[x \to Y, y \to Z]} \subseteq Z \). Therefore, \( \{ Z \mid [\psi]^{V[x \to X, y \to Z]} \subseteq Z \} \subseteq \{ Z \mid [\psi]^{V[x \to Y, y \to Z]} \subseteq Z \} \). Hence, \( \cap \{ Z \mid [\psi]^{V[x \to X, y \to Z]} \subseteq Z \} \subseteq \{ Z \mid [\psi]^{V[x \to Y, y \to Z]} \subseteq Z \} \). We conclude \( [\varphi]^{V[x \to X]} \subseteq [\varphi]^{V[x \to Y]} \).

- Suppose \( F = \nu_y.\psi \). As before we comment that \( y \neq x \) and therefore by hypothesis, for any fact \( Z \), \( [\psi]^{V[x \to X, y \to Z]} \subseteq [\psi]^{V[x \to Y, y \to Z]} \). Therefore, for every \( Z \) such that \( Z \subseteq [\psi]^{V[x \to Y, y \to Z]} \) we have \( Z \subseteq [\psi]^{V[x \to X, y \to Z]} \). Therefore, \( \{ Z \mid [\psi]^{V[x \to X, y \to Z]} \subseteq Z \} \subseteq \{ Z \mid [\psi]^{V[x \to Y, y \to Z]} \subseteq Z \} \). Hence, \( \cup \{ Z \mid [\psi]^{V[x \to X, y \to Z]} \subseteq Z \} \subseteq \cup \{ Z \mid [\psi]^{V[x \to Y, y \to Z]} \subseteq Z \} \). Applying Proposition 3.3.1 twice, we conclude \( [\varphi]^{V[x \to X]} \subseteq [\varphi]^{V[x \to Y]} \).

\[\square\]

An application of monotonicity is showing that the interpretation of the fixed point operators are indeed fixed points in the mathematical sense.

**Proposition 5.1.4.** Let \( D \) be \( \mu \)-closed and \( f \in F_D \). Then \( \mu f \) and \( \nu f \) are the least and greatest fixed point of \( f \) in \( D \).
Proof. We show it for \( \mu f \). First of all, \( \{ X \mid f(X) \subseteq X \} \) is non-empty since \( M^\perp \in \mathcal{D} \) (also by Proposition 5.1.1). First, we show that it is indeed a fixed point. Observe that \( \mu f \subseteq X \) for any \( X \in \mathcal{D} \) which is a pre-fixed point of \( f \). By Lemma 5.1.1, we apply \( f \) on both sides. So \( f(\mu f) \subseteq f(X) \) for all \( X \in \mathcal{D} \) satisfying \( f(X) \subseteq X \) and therefore \( f(\mu f) \subseteq \bigcap_{X \in \mathcal{D}} \{ X \mid f(X) \subseteq X \} = \mu f \). So \( \mu f \) is a prefixed point.

But then, since \( \mu f \in \mathcal{D} \), and thanks to the closure properties of \( \mathcal{D} \), so is \( f(\mu f) \). By monotonicity of \( f \), one gets that \( f(f(\mu f)) \subseteq f(\mu f) \), ensuring that \( f(\mu f) \) is a prefixed point of \( f \). But \( \mu f \) is the least prefixed point; so, we conclude that \( \mu f \subseteq f(\mu f) \). Therefore, \( \mu f = f(\mu f) \). Finally, recall \( \mu f \subseteq X \) for any pre-fixed point \( X \in \mathcal{D} \), so it is the least fixed point in \( \mathcal{D} \).

Note that Proposition 5.1.4 cannot be proved directly by Theorem 2.0.2 since \( \mathcal{D} \) is not necessarily a complete lattice. Moreover, it does not also imply that \( \mathcal{D} \) is a complete lattice by the converse of Theorem 2.0.2 since we show that it has fixed points of a particular kind of monotonic function, not any arbitrary monotonic function.

Given a valuation \( V \), define

\[
V^\perp(p) = \begin{cases} V(p) & \text{if } p \in \mathcal{A}; \\ V(p) & \text{if } p \in \mathcal{V}. \end{cases}
\]

Note that we have \( V^\perp = V \) and \( V[x \mapsto X]^\perp = V^\perp[x \mapsto X^\perp] \).

Lemma 5.1.2 (Duality preservation). Let \( \varphi \) be a \( \mu \text{MALL} \) preformula. Then, \([\varphi^\perp]^V = (\llbracket \varphi \rrbracket)^V \).

Proof. By induction on \( \varphi \). The base case is when \( \varphi \) is an atom, a variable or a unit.

- Suppose \( \varphi = a \in \mathcal{A} \). Then, \([\varphi^\perp]^V = V^\perp(a^\perp) = V(a^\perp) = \llbracket \varphi \rrbracket^V \).
- Suppose \( \varphi = x \in \mathcal{V} \). Then, \([\varphi^\perp]^V = V^\perp(a^\perp) = V^\perp(x) = \llbracket \varphi \rrbracket^V \).
- The case for the units is easy.

There are several subcases for the induction case.

- Suppose \( \varphi = \psi \otimes \psi' \).

\[
\llbracket (\psi \otimes \psi')^\perp \rrbracket^V = \llbracket \psi^\perp \otimes \psi'^\perp \rrbracket^V
\]

\[
= (\llbracket \psi^\perp \rrbracket^V) \otimes (\llbracket \psi'^\perp \rrbracket^V)^\perp \quad \text{[By IH]}
\]

\[
= \llbracket \psi \otimes \psi' \rrbracket ^\perp ^\perp \quad \text{[By Proposition 3.3.1]}
\]

Negating both sides we have, \( (\llbracket (\psi \otimes \psi')^\perp \rrbracket^V)^\perp = (\llbracket (\psi \otimes \psi') \rrbracket^V)^\perp \). Hence, \( (\llbracket \psi^\perp \otimes \psi'^\perp \rrbracket^V)^\perp = (\llbracket \psi \otimes \psi' \rrbracket^V)^\perp \). This takes care of the case when the outermost connective of \( \varphi \) is a \( \otimes \).

- Suppose \( F = \psi' \oplus \psi' \).

\[
\llbracket (\psi' \oplus \psi')^\perp \rrbracket^V = \llbracket \psi^\perp \oplus \psi'^\perp \rrbracket^V
\]

\[
= \llbracket (\psi^\perp)^\perp \cup (\psi'^\perp)^\perp \rrbracket^V \quad \text{[By IH]}
\]

\[
= \llbracket (\psi)^\perp \cup (\psi')^\perp \rrbracket^\perp \quad \text{[By Proposition 3.3.1]}
\]

As in the previous case, negating both sides, we derive the case when the outermost connective of \( \varphi \) is a \( \otimes \).
• Suppose $\varphi = \mu x. \psi$.

\[
\begin{align*}
[(\mu x.\psi)^\perp]^\perp &= [\nu x.\psi]^\perp_V^\perp \\
&= \left(\bigcup_{X \in D} \{ X | X \subseteq [\psi]^\perp_{V[x \mapsto X]} \} \right)^\perp \\
&= \left(\bigcup_{X \in D} \{ X | X \subseteq [\psi]^\perp_{V[x \mapsto X]^\perp} \} \right)^\perp \\
&= \left(\bigcup_{X \in D} \{ X | X \subseteq ([\psi]_{V[x \mapsto X]^\perp})^\perp \} \right)^\perp & [\text{By IH}] \\
&= \left(\bigcap_{X \in D} \{ X \perp | X \subseteq ([\psi]_{V[x \mapsto X]^\perp})^\perp \} \right)^\perp & [\text{By Proposition 3.3.1}] \\
&= \left(\bigcap_{X \in D} \{ X \perp | [\psi]_{V[x \mapsto X]} \subseteq X^\perp \} \right)^\perp & [\text{By Proposition 3.3.1}] \\
&= \left(\bigcap_{X \in D} \{ X | [\psi]_{V[x \mapsto X]} \subseteq X \} \right)^\perp & [\text{Closure property of } D] \\
&= ([\mu x.\psi]^V)^\perp
\end{align*}
\]

As in the previous case, negating both sides, we derive the case when the outermost operator of $\varphi$ is a $\nu$.

\[\square\]

## 5.1.2 Soundness and completeness

In this subsection, we will prove that with regards to $\mu\text{MALL}^\text{ind}$, the interpretation of $\mu\text{MALL}$ given above is sound and complete.

Soundness for wellfounded systems is easy to prove since one can rely on induction on wellfounded trees. The interesting cases are when the inference rule applied on the root sequent is a fixed point rule.

**Lemma 5.1.3 (Soundness for $\mu\text{MALL}^\text{ind}$).** If $\Gamma \vdash \Gamma'$ then for all $\mu$-phase models $(M, D, V)$, $1 \in [\Gamma]^V$.

**Proof.** Fix an arbitrary $\mu$-phase model $(M, D, V)$. Given a proof $\pi$ of $\Gamma \vdash \Gamma'$ we will induct on $\pi$. The case when the last rule is a $\text{MALL}$ connective follows from the proof of Theorem 3.3.1. In this proof, we only detail the fixed point cases.

Suppose it is a $\mu$ rule. We have that $\Gamma = \Gamma', \mu x. \varphi$.

\[
\begin{array}{c}
\vdash \Gamma', \varphi[\mu x.\varphi/x] \\
\vdash \Gamma', \mu x. \varphi
\end{array}
\]

Assume that we have proved $[\varphi[\mu x.\varphi/x]]^V \subseteq [\mu x.\varphi]^V$. We have the following:

\[
\begin{align*}
([\mu x.\varphi]^V)^\perp &\subseteq ([\varphi[\mu x.\varphi/x]]^V)^\perp & [\text{Proposition 3.3.1.3}] \\
\Rightarrow ([\Gamma']^V)^\perp \cdot ([\mu x.\varphi]^V)^\perp &\subseteq ([\Gamma]^V)^\perp \cdot ([\varphi[\mu x.\varphi/x]]^V)^\perp \\
\Rightarrow ([\Gamma']^V \cdot [\varphi[\mu x.\varphi/x]]^V)^\perp &\subseteq ([\Gamma]^V \cdot [\mu x.\varphi]^V)^\perp & [\text{Proposition 3.3.1.3}] \\
\Leftrightarrow [\Gamma' \varphi[\mu x.\varphi/x]]^V &\subseteq [\Gamma' \varphi]^V \\
\Rightarrow 1 &\in [\Gamma' \varphi]\mu x.\varphi]^V & [\text{IH}] \\
\end{align*}
\]
Therefore, it suffices to prove \(\llbracket \phi[p/x] \rrbracket^V \subseteq \llbracket \xi \rrbracket^V\). Observe that \(\llbracket \phi[p/x] \rrbracket^V = \llbracket \phi \rrbracket^{V[x\mapsto\xi]}\).

Let \(X \in D\) such that \(\llbracket \phi \rrbracket^{V[x\mapsto X]} \subseteq X\) (we thus have \(\llbracket \xi \rrbracket \subseteq X\)). We need to show that \(\llbracket \phi \rrbracket^{V[x\mapsto \xi]} \subseteq X\). It suffices to show that \(\llbracket \phi \rrbracket^{V[x\mapsto \xi]} \subseteq \llbracket \phi \rrbracket^{V[x\mapsto \xi]}\) which is true by Lemma 5.1.1.

Now suppose the last rule is a \(\nu\) rule i.e. \(\Gamma, \nu x. \xi \vdash \psi\).

\[
\frac{\vdash \Gamma', \psi}{\vdash \Gamma', \nu x. \xi} \quad \text{(\(\nu\))}
\]

We need to show that \(1 \in \llbracket \Gamma' \cup \nu x. \xi \rrbracket^V\) which by Proposition 3.3.2 is equivalent to showing \(\llbracket \Gamma' \rrbracket^V \subseteq \llbracket \nu x. \xi \rrbracket^V\). By hypothesis, we have that \(1 \in \llbracket \Gamma' \rrbracket^V\) which is similarly equivalent to \(\llbracket \psi \rrbracket^V \subseteq \llbracket \nu x. \xi \rrbracket^V\).

Therefore it suffices to show that \(\llbracket \psi \rrbracket \subseteq \llbracket \nu x. \xi \rrbracket^V\). Wlog assume that \(\psi\) is a closed formula. We have the following:

- \(1 \in \llbracket \psi \rrbracket^V\) [IH]
- \(\llbracket \psi \rrbracket^V \subseteq \llbracket \psi[p/x] \rrbracket^V\) [Proposition 3.3.2]
- \(\llbracket \psi \rrbracket^V \subseteq \llbracket \phi[p/x] \rrbracket^V\) [Lemma 5.1.2]
- \(\llbracket \phi \rrbracket^{V[x\mapsto \psi]} \subseteq \llbracket \phi \rrbracket^{V[x\mapsto \xi]}\)
- \(\llbracket \psi \rrbracket^V \subseteq \llbracket \nu x. \xi \rrbracket^V\)

Completeness for fixed point logics is generally quite difficult since analyticity does not guarantee a subformula property. One is faced with a similar technique to the Tait–Girard reducibility candidates (originally formulated to establish certain properties of various typed lambda calculi [Tai75, Gir71]). It is not surprising that in order to prove completeness one needs to invoke reducibility candidates since the completeness result will give cut admissibility as a corollary.

Recall that \(\Pr(\phi)\) is the set of all sequents \(\Gamma\) such that \(\vdash \Gamma, \phi\) is cut-free provable.

**Definition 5.1.4.** Let \((M, V)\) be the syntactic model. Given a \(\mu\text{MALL}\) formula \(\phi\), the reducibility candidates of \(\phi\), denoted \(\langle \phi \rangle\), are given by

\[\{X \in X_M \mid \phi^\perp \in X \subseteq \Pr(\phi)\}\]

**Proposition 5.1.5.** \(X \in \langle \phi \rangle \iff X^\perp \in \langle \phi^\perp \rangle\)

**Proof.** Let \(X \in \langle \phi \rangle\). Then \(\{\phi^\perp\} \subseteq X \implies X^\perp \subseteq \{\phi^\perp\}^\perp = \Pr(\phi^\perp)\). Also, \(X \subseteq \Pr(\phi) \implies \Pr(\phi)^\perp = \Pr(\Pr(\phi)) \subseteq X\). But \(\phi \in \Pr(\Pr(\phi))\). Hence done.

We are now ready to define the \(\mu\)-syntactic model.

**Definition 5.1.5.** The \(\mu\)-syntactic model, denoted \((\mu\text{MALL}^*, \odot, \cdot, \bot, V)\), is defined as:

- \((\mu\text{MALL}^*, \odot, \cdot)\) is the free commutative monoid generated by all formulas.
- \(\bot = \Pr(\bot)\).
- \(V(p) = \Pr(p)\) for all \(p \in A \cup V\).
- \(D = \bigcup_{\phi \in \text{Form}(\phi)}\) where \(\text{Form}\) is the set of all \(\mu\text{MALL}\) formulas.

Observe that \(\bot = \Pr(\bot) \in D\) and that \(D\) indeed contains \(\bot, \mu\text{MALL}^*\) and \(\mu\text{MALL}^\perp\). It is not a priori obvious that the \(\mu\)-syntactical model is indeed a \(\mu\)-phase model. The following two lemmas not only help to establish that sanity check but do much more: they also prove completeness.

Let \(\phi\) be a preformula with \(m\) free variables \(\bar{x} = (x_1, \ldots, x_m)\). Let \(\bar{\psi} = (\psi_1, \ldots, \psi_m)\) be an \(m\)-tuple of formulas and let \(\bar{X} = (X_1 \ldots X_m)\) be an \(m\)-tuple of facts such that \(X_i \in \langle \psi_i \rangle\).

**Lemma 5.1.4 (Adequacy Lemma for \(\mu\text{MALL}^\text{ind}\)).** \(\llbracket \phi \rrbracket^{V[\bar{x}\mapsto \bar{X}]} \subseteq \Pr(\phi[\bar{\psi}/\bar{x}])\).

**Proof.** By induction on \(\phi\). The proof is similar to the proof of Lemma 3.3.1 except for the following fixed point cases.
Proof. Now Lemma 5.1.5. Therefore, it is enough to show that $[[\varphi']]^{V[\pi \rightarrow \mathcal{X}]} \subseteq Y^\ast$. Take $\Gamma \in [[\mu \varphi']]^{V[\pi \rightarrow \mathcal{X}]}$. For any fact $Y \in \mathcal{D}$, to show $\Gamma \in Y$ it is enough to show $[[\varphi']]^{V[\pi \rightarrow \mathcal{X}, y \rightarrow Y]} \subseteq Y$. Therefore we need to check that $[[\varphi']]^{V[\pi \rightarrow \mathcal{X}, y \rightarrow Y^\ast]} \subseteq Y^\ast = [[\varphi']]^{V[\pi \rightarrow \mathcal{X}, y \rightarrow \text{Pr}(\xi)]}$. This follows by Lemma 5.1.1 from Equation (5.1).

Case 2. Suppose $\varphi = \nu y. \varphi'$. For any fact $Y$, define $Z_Y = [[\varphi']]^{V[\pi \rightarrow \mathcal{X}, y \rightarrow Y]}$. Let $\Gamma \in \bigcup \{ Y \in \mathcal{D} \mid Y \subseteq Z_Y \}$. Therefore, there exists $\eta^\ast \in \mathcal{D}$ such that $\Gamma \in \eta^\ast \subseteq Z_{Y^\ast}$. Since $Y^\ast \in \mathcal{D}$, $Y^\ast \in \langle \xi \rangle$ for some formula $\xi$. By induction hypothesis, $[[\varphi']]^{V[\pi \rightarrow \mathcal{X}, y \rightarrow Y^\ast]} \subseteq \text{Pr}(\nu y. \varphi'[[\nu y. \varphi']]/[\nu y. \varphi'])$. We will now show that $\text{Pr}(\nu y. \varphi'[[\nu y. \varphi']]/[\nu y. \varphi'])$. Let $\Delta \in \text{Pr}(\nu y. \varphi'[[\nu y. \varphi']]/[\nu y. \varphi'])$. If we show that $\xi^\perp \in \text{Pr}(\nu y. \varphi'[[\nu y. \varphi']]/[\nu y. \varphi'])$, we have the following.

In order to show $\xi^\perp \in \text{Pr}(\nu y. \varphi'[[\nu y. \varphi']]/[\nu y. \varphi'])$, we use the induction hypothesis to reduce the problem to showing $\xi^\perp \in [[\varphi']]^{V[\pi \rightarrow \mathcal{X}, y \rightarrow Y^\ast]}$ which is true since $Y^\ast \in \langle \xi \rangle$. Therefore we have,

$$\Gamma \in \text{Pr}(\nu y. \varphi'[[\nu y. \varphi']]/[\nu y. \varphi'])$$

$$\Rightarrow \bigcup \{ Y \in \mathcal{D} \mid Y \subseteq Z_{Y^\ast} \} \subseteq \text{Pr}(\nu y. \varphi'[[\nu y. \varphi']]/[\nu y. \varphi'])$$

This concludes our proof.

Lemma 5.1.5. $\varphi^\perp(G/x) \in [[\varphi']]^{V[\pi \rightarrow \mathcal{X}]}$.

Proof. Observe that Lemma 5.1.4 and Proposition 5.1.5 imply $[[\varphi^\perp]]^{V[\pi \rightarrow \mathcal{X}]} \subseteq \text{Pr}(\varphi^\perp[[G^\perp]/\pi])$. Therefore, $\{ \varphi^\perp[[G^\perp]/\pi] \}^{[[\varphi^\perp]]^{V[\pi \rightarrow \mathcal{X}]} \subseteq \{ \varphi^\perp[[G^\perp]/\pi] \}^{\text{Pr}(\varphi^\perp[[G^\perp]/\pi])} \subseteq \text{Pr}(\bot) = \bot$. By Proposition 3.3.1.1, $\varphi^\perp[[G^\perp]/\pi] \subseteq \left( [[\varphi^\perp]]^{V[\pi \rightarrow \mathcal{X}]} \right)^\perp$ which is $[[\varphi']]^{V[\pi \rightarrow \mathcal{X}]}$ by Lemma 5.1.2.

Observe that by Lemma 5.1.4 and Lemma 5.1.5 we have $[[\varphi']]^{V[\pi \rightarrow \mathcal{X}]} \in \langle \nu y. \varphi'[[\nu y. \varphi']]/[\nu y. \varphi'] \rangle$. This ensures that $\mathcal{D}$ is $\mu$-closed. Consequently, $(\mu \text{MALL}^*, \ast, \bot, V)$ is a $\mu$-phase space model.

Theorem 5.1.2 (Cut-free completeness for $\mu \text{MALL}^\text{ind}$). If for any $\mu$-phase model $(M, \mathcal{D}, V), 1 \in [[\Gamma]]^V$ then $\vdash_{\mathcal{C}} \Gamma$.

Corollary 5.1.2.1. $\mu \text{MALL}^\text{ind}$ admits cuts.

Note that this is an alternate proof of Theorem 4.5.1. To exhibit the power of the phase semantics, we prove Lemma 4.3.3 which shows that exponentials can be encoded with fixed points) semantically.

Proposition 5.1.6. Let $(M, \bot, V)$ be a phase model. Extend it to an LL phase model $M = (M, \bot, V, J)$ and a $\mu$-phase model $M' = (M, \bot, V, \mathcal{D})$ such that $J \in \mathcal{D}$. Then, for any LL formula $\varphi$, $[[\varphi]] \subseteq [[\varphi']]^V$. (Lemma 5.1.6. Proof. First note that since $J \in \mathcal{D}, [[\varphi]] \subseteq \mathcal{D}$ for LL formula $\varphi$. Now we will show our result. We will induct on $\varphi$. The base cases and the cases where $\varphi = \psi \circ \psi'$ are trivial. Suppose $\varphi = \psi$. It suffices to show

$$1 \cap [\psi]^V \subseteq \bigcup \{ X \in \mathcal{D} \mid X \subseteq \bot \circ \psi \}^{[[\varphi]]} \cap \{ [\bot \circ \psi \circ \psi']\}^{[[\varphi]]} \cap \{ [\bot \circ \psi \circ \psi']\}^{[[\varphi]]}.$$
By completeness of the phase semantics of LL and $\mu$MALL$^{\text{ind}}$, we have Lemma 4.3.3.

### 5.1.3 Closure ordinals

Closure ordinals are a standard measure of the complexity of any (class of) monotone functions. The closure ordinal of a fixed point formula is essentially the closure ordinal of the corresponding monotone function in the truth semantics. In [DG02], the closure ordinal is construed as a function of the size of the finite model. The study of closure ordinals of modal logic formulas is a young and exciting area of research [Cza10, AL13, GS17]. It departs from the previous notion of closure ordinals in its model-independence. In this case, closure ordinal really serves as a measure of the complexity of a formula.

**Definition 5.1.6.** Let $\phi$ be a preformula such that $x \in \text{fv}(\phi)$. Fix a $\mu$-phase model $M$. We define the closure ordinal of $\phi$ with respect to $x$ and the $\mu$-phase model $M$, denoted $O_M(\phi)$, as the closure ordinal of $\lambda X. [\phi]^{[x \mapsto X]}$. The closure ordinal of $\phi$ with respect to $x$ (across all models) is defined as $O(\phi) := \sup_M\{O_M(\phi)\}$. Finally, $\phi$ is said to be constructive if $O(\phi) \leq \omega$.

Spelt out more explicitly, define $\Theta^x_\alpha$ for all ordinals $\alpha$ as follows.

\[ \Theta^x_0 = \varnothing \perp \perp \]
\[ \Theta^x_{\alpha+1} = [\phi]^{[x \mapsto \Theta^x_\alpha]} \]
\[ \Theta^x_\alpha = \left( \bigcup_{\beta < \alpha} \Theta^x_\beta \right) \perp \perp \]

if $\alpha$ is a limit ordinal.

Then, the closure ordinal of $\phi$ with respect to $x$ is the smallest ordinal such that $\Theta^x_\alpha = \Theta^x_{\alpha+1}$. Following the proof of Theorem 2.0.4, we can show that for any pre-formula $\phi$, the sequence $\{\Theta^x_\alpha\}_{\alpha \in \text{Ord}}$ is ultimately stationary. Consequently, for all $\mu$-phase models $M$, $O_M(\phi)$ exists and $[\mu x. \phi] = \Theta^{\phi}_{O_M(\phi)}$.

**Example 5.1.1.** Observe that

\[ \Theta^{a \& x}_1 = [a \& x]^{[x \mapsto \Theta^0_{a \& x}]} \]
\[ = V(a) \cap \Theta^0_{a \& x} \]
\[ = V(a) \cap [a \& x]^{[x \mapsto \Theta^0_{a \& x}]} \]
\[ = V(a) \cap (V(a) \cap \varnothing \perp \perp) \]
\[ = \varnothing \perp \perp \]
\[ = \Theta^0_{a \& x} \]

Therefore, $O(a \& x) = 0$.

In the tradition of $\mu$-calculus, the name ‘constructive’ is used loosely, motivated by the observation that if $O(\phi)$ is a finite ordinal (i.e. strictly below $\omega$) for any pre-formula $\phi$, then $\mu x. \phi$ is provably equivalent to $\phi^{O(\phi)}(0)$. Therefore, the class of $\mu$MALL formulas with closure ordinal strictly less than $\omega$ can be embedded in MALL and enjoys several good properties like finite model property and decidability. Observe that if the interpretation of a formula in any $\mu$-phase model is Scott-continuous, then one can show that it is constructive by mimicking the proof of Theorem 2.0.3. The converse does not hold in general. In the following section, we consider a proof system of $\mu$MALL where fixed points are approximated by their $\alpha^{th}$ approximation for some ordinal $\alpha$. 
5.2 A semantics inspired system: $\mu \alpha \text{MALL}^+$

In this section, we devise an infinite family of wellfounded but infinitely branching calculi inspired by the phase semantics devised in the previous section.

Let $\varphi$ be a preformula with $x \in \text{fv}(\varphi)$. Then it is reasonable to consider $[\mu x. \varphi] = \Theta^2_\alpha(\varphi)$. But, computing closure ordinals is difficult. Instead, what we can assert is that for some fixed $\alpha$ and for all $\varphi$, $[\mu x. \varphi] = \Theta^2_\alpha$. What we are essentially doing is approximating fixed points. If $\alpha < O(\varphi)$ then we are underapproximating otherwise it is exactly the fixed point. What is the syntactic counterpart to this? Explicit approximants of fixed points in the language of the logic.

5.2.1 Setting up $\mu \alpha \text{MALL}$

**Definition 5.2.1.** Given an ordinal $\alpha \in \text{Ord}$, the set of the $\mu \alpha \text{MALL}$ formulas is given by the following grammar.

$$\varphi, \psi ::= a \mid a^+ \mid x \mid \varphi \otimes \psi \mid \varphi \otimes \psi \mid \varphi \otimes \psi \mid \mu^\beta x. \psi \mid \nu^\beta x. \psi \mid \mu x. \psi \mid \nu x. \psi$$

where $a \in A$, $x \in V$, and $\beta < \alpha$. As usual $A \cap V = \emptyset$.

As sets of formulas, we have that $\mu \text{MALL} \subset \mu \alpha \text{MALL} \subset \mu_{1} \text{MALL} \subset \cdots$ and we denote the supremum of this infinite ascending chain as $\mu_\alpha \text{MALL}$. Now we devise a family of calculi $\{\mu_\alpha \text{MALL}^+\}_{\alpha \in \text{Ord}}$ such that $\mu_\alpha \text{MALL}^+$ is the calculus corresponding to $\mu_\alpha \text{MALL}$ and the fixed point rule in $\mu_\alpha \text{MALL}$ is

$$\begin{align*}
\vdash \mu^{\alpha} x. \varphi & \quad \vdash \mu^{\alpha} x. \varphi \ (\mu) \\

\vdash \mu x. \varphi & \quad \vdash \nu x. \varphi \ (\nu)
\end{align*}$$

We still need to specify the inference rules for the fixed point approximants. We essentially reverse-engineer from the intuition that $[\mu^\beta x. \varphi] = \Theta^2_\beta$. Therefore, we have,

$$\begin{align*}
\vdash \Gamma, 0 & \quad \vdash \Gamma, \mu^\beta x. \varphi (\mu_0) \\

\vdash \Gamma, \varphi[\mu^\beta x. \varphi/x] & \quad \vdash \Gamma, \mu^{\beta+1} x. \varphi (\mu_{\beta+1})
\end{align*}$$

Note that when $\beta$ is a limit ordinal, $\Theta^2_\beta$ is an infinitary supremum in the space of facts. Syntactically, this is analogous to an infinitary $\otimes$. In the following $\beta \leq \alpha$ is a limit ordinal and $\beta' < \beta$.

$$\vdash \Gamma, \mu^{\beta'} x. \varphi (\mu_{\beta'})$$

Therefore, this is an infinite collection of inference rules. Dually, for the greatest fixed point approximants,

$$\begin{align*}
\vdash \Gamma, \top & \quad \vdash \Gamma, \nu^\beta x. \varphi (\nu_0) \\

\vdash \Gamma, \varphi[\nu^\beta x. \varphi/x] & \quad \vdash \Gamma, \nu^{\beta+1} x. \varphi (\nu_{\beta+1})
\end{align*}$$

Note that the wellfoundedness of ordinals ensures that $\mu_\alpha \text{MALL}^+$ is wellfounded for every $\alpha$. However, for all $\alpha \geq \omega$, they are infinitely branching. Such infinitary systems (called Tait-style systems) where proof trees are wellfounded with possible infinite branching are well-studied in various areas of logic viz. arithmetic [Car37, Min78] and fixed point logics [Koz88, JKS08].

**Example 5.2.1.** Let $\psi = (\mu x. a^+ \otimes x) \otimes (a^+ \otimes 0)$ and $\varphi = a \otimes a \otimes y$ for some $p \in \omega$ and $\Gamma = \mu x. a^+ \otimes x, a \otimes (\nu y. \varphi)$. We will show that $\vdash \Gamma, \psi^\perp$ is provable in $\mu_\omega \text{MALL}^+$.

$$\begin{align*}
\vdash a^+, \text{id} & \quad \vdash \mu^p x. a^+ \otimes x, (a^+ \otimes 0)^\perp & \quad \vdash \nu^p y. \varphi, \mu^p x. a^+ \otimes x (\otimes) \\

\vdash a^+, \mu^p x. a^+ \otimes x, a \otimes (\nu y. \varphi), \psi^\perp (\otimes) & \quad \vdash \mu^{p+1} x. a^+ \otimes x, a \otimes (\nu y. \varphi), \psi^\perp (\mu_{p+1})
\end{align*}$$
It is easy to show that for all \( p, n \in \omega \), \( \mu^p x. a \top \varphi x, (a \top^{p+1} \varphi 0) \top \) and \( \nu^n y. \varphi, \mu^2 x. a \top \varphi x \) are provable by induction on \( p \) and \( n \) respectively. We will show this for the first sequent. The second one is very similar. The base case is \( p = 0 \) in which case \( a \top \varphi 0 \) is simply \( 0 \). Therefore, we have to prove the sequent \( \vdash \mu^p x. a \top \varphi x, \top \varphi \) which is provable by a \((\top)\) rule. For the induction case assume \( p = q + 1 \) and we have the following:

\[
\begin{align*}
\vdash a, a & \quad \text{(id)} \\
\vdash a \top, \mu^q x. a \top \varphi x, (a \top^{q+1} \varphi 0) \top & \quad \text{(\otimes)} \\
\vdash a \top, \mu^q x. a \top \varphi x, (a \top^{q+1} \varphi 0) \top & \quad \text{(\otimes)} \\
\vdash a \top, (a \top^q \varphi (\mu^q x. a \top \varphi x)), (a \top^{q+1} \varphi 0) \top & \quad \text{(\mu_{q+1})}
\end{align*}
\]

### 5.2.2 The rank of a formula

It is quite tricky to define a proper notion of the complexity of a fixed point formula in such settings. Closely based on [JKS08], our notion of the rank of a \( \mu_\alpha \text{MALL} \) formula is a finite sequence of ordinals.

First we will set up some notation. If \( \alpha_1, \ldots, \alpha_n \) are ordinals, we write \( \langle \alpha_1, \ldots, \alpha_n \rangle \) for the sequence \( \sigma \) whose length \(|\sigma|\) is \( n \) and whose \( i \)th component \( \sigma_i \) is the ordinal \( \alpha_i \). Let \(<\text{lex} \rangle \) be the strict lexicographical ordering of finite sequences of ordinals and \(<\text{lex} \rangle \) its reflexive closure. Note that \(<\text{lex} \rangle \) is a well-ordering on any set of sequences of bounded lengths but not a well-ordering in general. In particular, \( \langle 1 \rangle, \langle 0, 1 \rangle, \langle 0, 0, 1 \rangle, \ldots \) is an infinite descending chain in \(<\text{lex} \rangle \). Given two finite sequences of ordinals \( \sigma, \tau \), we define the component-wise ordering \( \preceq \) as \( \sigma, \tau \) iff \(|\sigma| \leq |\tau| \) and \((\sigma)_i \leq (\tau)_i \) for all \( 1 \leq i \leq |\sigma| \). Clearly, the relation \( \preceq \) is transitive. We denote the standard concatenation of sequences by \(*\). Finally, we define a component-wise maximum operation \( \lor \) by setting: (i) \( \sigma \lor \langle \rangle := \langle \rangle \lor \sigma := \langle \rangle \); (ii) if \( \sigma = \langle b_1, \ldots, b_m \rangle \) and \( \tau = \langle b_1', \ldots, b_n' \rangle \), then

\[
\sigma \lor \tau = \begin{cases} 
\text{max}(b_1, b_1'), \ldots, \text{max}(b_m, b_m'), b_{m+1}, \ldots, b_n' & \text{if } m \leq n; \\
\text{max}(b_1, b_1'), \ldots, \text{max}(b_m, b_n'), b_{m+1}, \ldots, b_n' & \text{otherwise.}
\end{cases}
\]

**Proposition 5.2.1.** For all sequences \( \sigma, \sigma_1, \) and \( \sigma_2 \), the following holds.

\( (\sigma * \sigma_1) \lor (\sigma * \sigma_2) = \sigma * (\sigma_1 \lor \sigma_2) \)

**Proof.** Let \( \sigma = \langle a_1, \ldots, a_n \rangle \). Then,

\[
(\sigma * \sigma_1) \lor (\sigma * \sigma_2) = \langle \text{max}(a_1, a_1), \ldots, \text{max}(a_n, a_n) \rangle * (\sigma_1 \lor \sigma_2)
\]

\[
= \langle a_1, \ldots, a_n \rangle * (\sigma_1 \lor \sigma_2)
\]

\[
= \sigma * (\sigma_1 \lor \sigma_2)
\]

\( \square \)

Now we are ready to define the rank of a \( \mu_\alpha \text{MALL} \) formula. The rank of every \( \mu_\alpha \text{MALL} \) formula will be a finite sequence of ordinals less than or equal to \( \alpha + 1 \).

**Definition 5.2.2.** The rank of a \( \mu_\alpha \text{MALL} \) formula \( \varphi \), denoted \( \text{rk}(\varphi) \), is defined by induction on \( \varphi \) as follows:

- if \( \varphi \) is an atom, a variable, or a unit, then \( \text{rk}(\varphi) = \langle \rangle \);
- if \( \varphi = \psi \lor \psi' \), then \( \text{rk}(\varphi) = (\text{rk}(\psi) \lor \text{rk}(\psi')) * \langle \rangle \);
- if \( \varphi = \eta^p x. \psi \), then \( \text{rk}(\varphi) = \text{rk}(\psi) * \langle \beta \rangle \);
- if \( \varphi = \eta x. \psi \), then \( \text{rk}(\varphi) = \text{rk}(\psi) * (\alpha + 1) \).

where \( \lor \in \{ \otimes, \otimes, \oplus, \land, \text{\&} \} \) and \( \eta \in \{ \mu, \nu \} \).

**Remark 5.2.1.** For all formulas \( \varphi \), \( |\text{rk}(\varphi)| \) is the length of the longest path from the root to a leaf in the syntax tree of \( \varphi \).
Example 5.2.2. Let $\psi = (\nu x.a^+ \otimes x) \circ (a^p \otimes 0)$ be a $\mu_\alpha$-MALL formula.

$$
\text{rk}(H) = \text{rk}(\nu x.a^+ \otimes x) \sqcup \text{rk}(a^p \otimes 0) * (0) \\
= \left( \text{rk}(a^+ \otimes x) * (\omega) \sqcup (0, \ldots, 0) \right) * (0) \\
= \left( (0, 0, \omega) \sqcup (0, \ldots, 0) \right) * (0) \\
= (0, 0, \omega, 0, \ldots, 0)
$$

Lemma 5.2.1. Let $\varphi$ be a $\mu_\alpha$-MALL preformula such that $x \in \text{fv}(\varphi)$. Let $\xi$ be a preformula such that $\text{rk}(\varphi) \leq \text{rk}(\xi)$. Then, there exists a finite (possibly empty) sequence of ordinals $\sigma$ such that $\text{rk}(\varphi[\xi/x]) = \text{rk}(\xi) * \sigma$.

Proof. We induct on $|\text{rk}(\varphi)|$. The base case is when $|\text{rk}(\varphi)| = 1$. Since $x \in \text{fv}(\varphi)$, $\varphi$ cannot be an atom or a unit. Therefore, $\varphi = x$. Plugging $\sigma = (\cdot)$, we are done. The induction case has several subcases.

- Suppose $\varphi = \psi \odot \psi'$ where $\odot \in \{\circ, \exists, \& \}$ We have two cases. Either $x \in \text{fv}(\psi) \cap \text{fv}(\psi')$ or $x$ is free in only one of them. Note that $\text{rk}(\psi), \text{rk}(\psi') \leq \text{rk}(\varphi)$. Therefore if $x$ is free in them, the induction hypothesis can be fired. In the first case, we have $\text{rk}(\psi'[\xi/x]) = \text{rk}(\xi) * \sigma_1$ and $\text{rk}(\psi'[\xi/x]) = \text{rk}(\xi) * \sigma_2$. Therefore,

$$
\text{rk}(\varphi[\xi/x]) = \text{rk}(\psi[\xi/x] \odot \psi'[\xi/x]) \\
= (\text{rk}(\psi[\xi/x]) \sqcup \text{rk}(\psi'[\xi/x])) * (0) \\
= ((\text{rk}(\xi) * \sigma_1) \sqcup (\text{rk}(\xi) * \sigma_2)) * (0) \quad \text{[By Proposition 5.2.1]} \\
= \text{rk}(\xi) * (\sigma_1 \sqcup \sigma_2) * (0)
$$

Therefore by plugging $\sigma = (\sigma_1 \sqcup \sigma_2) * (0)$, we are done. In the other case, wlog assume $x \not\in \text{fv}(\psi')$. Therefore, we have $\psi'[\xi/x] = \psi'$. Firing the induction hypothesis for $\psi$, we have $\text{rk}(\psi[\xi/x]) = \text{rk}(\xi) * \sigma_1$ as before. Therefore,

$$
\text{rk}(\varphi[\xi/x]) = \text{rk}(\psi[\xi/x] \odot \psi'[\xi/x]) \\
= (\text{rk}(\psi[\xi/x]) \sqcup \text{rk}(\psi')) * (0) \\
= ((\text{rk}(\xi) * \sigma_1) \sqcup \text{rk}(\psi')) * (0) \\
= \text{rk}(\xi) * \sigma_1 * (0) \quad \text{[Since \text{rk}(\psi') \leq \text{rk}(\xi)]}
$$

Therefore by plugging $\sigma = \sigma_1 * (0)$, we are done.

- Suppose $\varphi = \eta^\beta y.\psi$ where $\eta \in \{\mu, \nu\}$, $\beta < \alpha$, and $y \neq x$. Clearly, $x \in \text{fv}(\psi)$ and $\text{rk}(\psi) \leq \text{rk}(\varphi)$. Therefore, by hypothesis, $\text{rk}(\psi[\xi/x]) = \text{rk}(\xi) * \sigma'$.

$$
\text{rk}(\varphi[\xi/x]) = \text{rk}(\eta^\beta y.\psi[\xi/x]) \\
= \text{rk}(\psi[\xi/x]) * (\beta) \\
= \text{rk}(\xi) * \sigma' * (\beta)
$$

By plugging $\sigma = \sigma' * (\beta)$, we are done. The case when $\varphi = \eta y.\psi$ goes exactly similarly.

Theorem 5.2.1. The following hold for any $\mu_\alpha$-MALL formulas $\varphi$:

1. $\text{rk}(\varphi) <_{\text{lex}} \text{rk}(\varphi \odot \psi)$ and $\text{rk}(\psi) <_{\text{lex}} \text{rk}(\varphi \odot \psi)$;
2. $\text{rk}(0) <_{\text{lex}} \text{rk}(\mu^0 x.\varphi), \text{rk}(\top) <_{\text{lex}} \text{rk}(\mu^0 x.\varphi)$;
3. \( \text{rk}(\varphi[x.\varphi/x]) <_{\text{lex}} \text{rk}(\eta^0 x.\varphi) \) for all \( \beta < \alpha \);
4. \( \text{rk}(\eta^0 x.\varphi) <_{\text{lex}} \text{rk}(\eta^0 x.\varphi) \) for all \( \beta' < \beta \leq \alpha \);
5. \( \text{rk}(\eta^0 x.\varphi) <_{\text{lex}} \text{rk}(\eta x.\varphi) \).

**Proof.** The first, second, fourth, and fifth assertions are immediate from Definition 5.2.2. For the third one, we have two cases.

**Case 1:** \( x \not\in \text{fv}(\varphi) \). In this case, \( \varphi[\eta^0 x.\varphi/x] = \varphi \). Then the result follows by definition of rank.

**Case 2:** \( x \in \text{fv}(\varphi) \). By definition, \( \text{rk}(\varphi) \leq \text{rk}(\eta^0 x.\varphi) \). By Lemma 5.2.1, \( \text{rk}(\varphi[\eta^0 x.\varphi/x]) = \text{rk}(\eta^0 x.\varphi) \). For some \( \sigma = \text{rk}(\varphi) * (\beta) * \sigma \) for some \( \sigma \). But \( \text{rk}(\eta^0 x.\varphi) = \text{rk}(\varphi) * (\beta + 1) \). Hence we are done. \( \square \)

**Definition 5.2.3.** The strong closure \( \text{SC}(\varphi) \) of a \( \mu\_\alpha\text{MALL} \) formula \( \varphi \) is the least set such that:

- \( \varphi \in \text{SC}(\varphi) \);
- \( \psi \circ \psi' \in \text{SC}(\varphi) \implies \{ \psi, \psi' \} \subset \text{SC}(\varphi) \) where \( \circ \in \{ \lor, \land, \text{seq} \} \);
- \( \mu^0 x.\psi \in \text{SC}(\varphi) \implies 0 \in \text{SC}(\varphi) \);
- \( \nu^0 x.\psi \in \text{SC}(\varphi) \implies \top \in \text{SC}(\varphi) \);
- \( \eta^{n+1} x.\psi \in \text{SC}(\varphi) \implies \psi(\eta^0 x.\psi/x) \in \text{SC}(\varphi) \) for all \( n \in \omega \) and \( \eta \in \{ \mu, \nu \} \);
- \( \eta x.\psi \in \text{SC}(\varphi) \implies \eta^0 x.\psi \in \text{SC}(\varphi) \) for all \( \beta \leq \alpha \) and \( \eta \in \{ \mu, \nu \} \).

Define \( \varphi^- \) to be the image of \( \varphi \) under the forgetful functor that erases the explicit approximations occurring in \( \varphi \). For example, \( (a \otimes \mu^0 x.\psi, x) \) is a well-order with respect to the \( \sigma^- \text{lex} \) ordering.

**Theorem 5.2.2.** For any formula \( \varphi \), the set \( \{ \text{rk}(\psi) \mid \psi \in \text{SC}(\varphi) \} \) is a well-order with respect to the \( \sigma^- \text{lex} \) ordering.

**Proof.** By contradiction. Note that \( |\text{rk}(\psi)| = |\text{rk}(\psi^-)| \). Furthermore, if \( \psi \in \text{SC}(\varphi) \) then \( \psi^- \in \text{FL}(\varphi) \). But \( \text{FL}(\varphi) \) is a finite set, therefore the set \( \{ |\text{rk}(\psi)| \mid \psi \in \text{SC}(\varphi) \} \) is finite.

Assume there exists \( \{ \sigma_i \}_{i \in I} \) an infinite descending chain in \( \{ \text{rk}(\psi) \mid \psi \in \text{SC}(\varphi) \} \). By the Infinite Ramsey Theorem, there is an infinite subsequence \( \{ \sigma_{i_j} \}_{j \in \omega} \) such that for all \( j, j' \) and all \( j, j' \), \( |\sigma_{i_j}| = |\sigma_{i_j'}| = n \). Then, there exist \( k \leq n \) and \( N \in \mathbb{N} \) such that \( \{ \{ \sigma_{i_j} \}_{j \geq N} \} \) is a descending chain. This contradicts the wellfoundedness of natural numbers. \( \square \)

We conclude this subsection by exhibiting the use of ranks. Namely, we prove the functoriality property in \( \mu\_\alpha\text{MALL}^* \).

**Theorem 5.2.3.** The following rule is derivable in \( \mu\_\alpha\text{MALL}^* \) when \( x \in \text{fv}(\varphi) \).

\[
\hastype \varphi^-[\psi/x], \varphi[\psi'/x]
\]

**Proof.** We will induct on the rank of \( \varphi \) (this is wellfounded by Theorem 5.2.2). The base case is \( \varphi = x \). In this case \( \text{func} \) is a trivial rule with identical premise and conclusion. There are several subcases for the induction step. The subcases for the multiplicative additive connectives follow from Proposition 3.4.1. We will exhibit the subcase when the outermost operator of \( \varphi \) is a fixed point. Suppose \( \varphi = \mu^0 y.\xi \). Clearly \( x \neq y \). There are two cases.

**Case 1:** \( \beta \) is successor ordinal i.e. \( \beta = \gamma + 1 \). We have

\[
\begin{align*}
\hastype \xi^-[\psi/x, \nu^\gamma y.\xi^-/y], \xi[\psi/x, \mu^\gamma y.\xi^-/y] & \quad (\mu_{\gamma+1}) \\
\hastype \xi[\psi/x, \nu^\gamma y.\xi^-/y], \mu^\gamma y.\xi^-/y] & \quad (\nu_{\gamma+1}) \\
\hastype \nu^\gamma y.\xi^-[\psi/x, \mu^\gamma y.\xi^-/y] & \quad (\nu_{\gamma+1})
\end{align*}
\]

The induction hypothesis can be applied since we are ensured the rank decreases using Theorem 5.2.1.
Case 2: $\beta$ is a limit ordinal. We have

\[ \forall \quad \text{IH} \]

\[
\frac{
\{ \vdash \nu^\beta y.\xi^+[\psi^+ / x], \nu^\beta y.\xi^+ [\psi' / x] \}_{\beta < \beta} 
}{
\vdash \nu^\beta y.\xi^+[\psi^+ / x], \nu^\beta y.\xi^+ [\psi' / x] 
} 
\]

\[
\{ \vdash \nu^\beta y.\xi^+[\psi^+ / x], \nu^\beta y.\xi^+ [\psi' / x] \}_{\beta < \beta} (\nu^\beta) 
\]

The case when $\varphi = \nu^\beta y.\xi$ is symmetric and the case when $\varphi = \eta x.\xi$ is trivial for $\eta = \{\mu, \nu\}$. This concludes the proof. \qed

5.2.3 Soundness and completeness of $\mu_\alpha \text{MALL}^+$

The phase semantics for $\mu_\alpha \text{MALL}^+$ is much simpler to define. Like MALL, the semantics can be defined given a phase space and a valuation (without the extra structure over the set of facts and extension of variables over the set of facts and variables as in $\mu \text{MALL}^\text{ind}$).

We recall that given a phase space $M$, its set of facts is denoted by $X_M$. Fix a valuation $V : A \rightarrow X_M$. The interpretation of $\mu_\alpha \text{MALL}^+$ is an extension of the interpretation of MALL. Hence we only need to specify the interpretation of the fixed point operators.

\[
\begin{align*}
[\mu^0 x. \varphi]^V &= \emptyset^\perp \\
[\nu^0 x. \varphi]^V &= \top^\perp \\
[\eta^{\beta+1} x. \varphi]^V &= [\varphi/\eta^{\beta+1} x. \varphi]^V \\
[\mu^\beta x. \varphi]^V &= \left( \bigcup_{\beta < \beta} [\mu^\beta x. \varphi]^V \right)^\perp \\
[\nu^\beta x. \varphi]^V &= \left( \bigcap_{\beta < \beta} [\mu^\beta x. \varphi]^V \right) \\
[\eta x. \varphi]^V &= [\eta^\lambda x. \varphi]^V 
\end{align*}
\]

We will now prove the soundness and completeness of this interpretation. Soundness is obtained by a straightforward induction on the structure of the proof. Completeness depends on the wellfoundness of rank.

**Theorem 5.2.4 (Soundness for $\mu_\alpha \text{MALL}^+$).** If $\vdash \Gamma$ then for all phase models $(M, V), 1 \in [\Gamma]^V$.

**Proof.** Let $\pi$ be a proof of $\vdash \Gamma$ as usual in LL. We will induct on the structure of $\pi$. The base case (when the proof is just an application of the (id), (1), or (T) rule) is easily taken care of. For the induction case, consider the rule applied at the root of $\pi$. If it is a MALL operator, then the proof follows exactly like that of Theorem 3.3.1. Therefore, we describe only fixed point cases.

- Suppose $\Gamma = \Gamma', \varphi$ such that $\varphi$ is principal, and either $\varphi = \eta x.\psi$ or $\varphi = \eta^0 x.\psi$ or $\varphi = \eta^{\beta+1} x.\psi$ for $\eta = \{\mu, \nu\}$. Then, the premiss is of the form $\vdash \Gamma', \varphi'$ where $[\varphi]' = [\varphi]^V$. By hypothesis, $1 \in [\Gamma', \varphi']$, which implies $1 \in [\Gamma', \varphi]$.

- Suppose $\Gamma = \Gamma', \mu^\lambda x. \varphi$ such that $\mu^\lambda x. \varphi$ is principal, and $\lambda$ is a limit ordinal. Suppose the rule applied is $(\mu^\lambda)^< \{\beta\}$ for some $\beta < \lambda$. Then the premiss is $\vdash \Gamma', \mu^\beta x. \varphi$ and by hypothesis, $1 \in [\Gamma', \mu^\beta x. \varphi]$. By Proposition 3.3.2, this is equivalent to $[\Gamma]^V \perp \subseteq [\mu^\beta x. \varphi]^V$. Now, $[\mu^\beta x. \varphi]^V \subseteq \bigcup_{\beta < \lambda} [\mu^\beta x. \varphi]^V$. Taking double negations on both sides by Proposition 3.3.1.3, we have, $(\Gamma)^V \perp \subseteq [\mu^\lambda x. \varphi]^V$. By Proposition 3.3.2, we are done.

- Suppose $\Gamma = \Gamma', \nu^\lambda x. \varphi$ such that $\nu^\lambda x. \varphi$ is principal, and $\lambda$ is a limit ordinal. For all premisses $\vdash \Gamma', \nu^\beta x. \varphi$ apply hypothesis to get $1 \in [\Gamma', \nu^\beta x. \varphi]$. By Proposition 3.3.2, this is equivalent to $(\Gamma)^V \perp \subseteq [\nu^\beta x. \varphi]^V$. Therefore, $(\Gamma)^V \perp \subseteq [\nu^\lambda x. \varphi]^V$. By Proposition 3.3.2, we are done. \qed
Lemma 5.2.2 (Adequation Lemma for $\mu, \nu, \text{MALL}^+$). For all formulas $\varphi$, $[\varphi]^V \subseteq \Pr(\varphi)$.

Proof. By induction on $\rk(\varphi)$. The base case is when $\varphi$ is an atom or a unit in which case by definition $[\varphi]^V = \Pr(\varphi)$. There are several subcases for the induction case. For the MALL, one can reuse the proof of Lemma 3.3.1. The only thing that one needs to observe is that the measure of the complexity of a formula has changed but thanks to Theorem 5.2.1 we are safe. In this proof, we only tackle the fixed point cases.

- It is trivial for formulas of the form $\eta^\alpha x.\psi$ where $\eta \in \{\mu, \nu\}$.
- If $\varphi = \eta^{\beta + 1} x.\psi$, then

$$
[\varphi]^V = [\varphi[\eta^\beta x.\psi/x]]^V \\
\subseteq \Pr(\varphi[\eta^\beta x.\psi/x]) \\
\subseteq \Pr(\varphi)
$$

\begin{itemize}
\item [IH since $\rk(\varphi[\eta^\beta x.\psi/x]) <_{\text{lex}} \rk(\varphi)$ by Theorem 5.2.1]
\end{itemize}

Now, $\Pr(\varphi[\eta^\beta x.\psi/x]) \subseteq \Pr(\varphi)$ for all $\beta < \beta'$. Therefore, $\bigcup_{\beta' < \beta} \Pr(\varphi[\eta^\beta x.\psi/x]) \subseteq \Pr(\varphi)$. By applying Proposition 3.3.1, we have $\bigcup_{\beta' < \beta} \Pr(\varphi[\eta^\beta x.\psi/x]) \subseteq \Pr(\varphi)$.

- The case when $\varphi = \nu^\beta x.\psi$ and $\beta$ is a limit ordinal goes similarly as above. The case when $\varphi = \eta x.\psi$ is trivial where $\eta \in \{\mu, \nu\}$.

This concludes the proof. $\square$

As usual we get the completeness from the adequation lemma exactly in the same way as Theorem 3.3.3.

Theorem 5.2.5 (Completeness for $\mu, \nu, \text{MALL}^+$). If for any phase model $(\mathcal{M}, V)$, $1 \in [\Gamma]^V$ then $\vdash \Gamma$.

Theorem 5.2.5 gives cut admissibility for free as usual in phase semantics [Oka96, Oka99].

Corollary 5.2.5.1. For all $\alpha, \mu, \nu, \text{MALL}^+$ admits cuts.

However, note that Corollary 5.2.5.1 does not shed any light on the cut-elimination procedure. In particular, it is not discernible whether the cut-elimination equivalence equates all proofs of a particular sequent. One can consider more constructive cut-elimination with explicit reduction sequences. The new reduction rules are quite straightforward ($\beta$ being a limit ordinal in the latter):
However, standard cut-elimination techniques for finitary proof theory (say, for example, notions of cut rank based on the depth of the topmost cut) do not work for Tait-like systems since there could be infinitely many cuts in a proof each at a height higher than the next. The reduction sequences shall be potentially infinite and fair reduction sequences shall ensure wellfoundedness of the limit (analogous to ensuring productivity in non-wellfounded settings).

There are however well-known techniques to get cut admissibility in Tait-like systems, the first being due to Schütte [Sch68] where proofs are assigned a cut rank. One shows that if there is a proof $\pi$ of a sequent $\Gamma \vdash \Delta$ with cut-rank $\text{rk}(\pi) > 0$ then there is a proof $\pi'$ of $\Gamma \vdash \Delta$ such that $\text{rk}(\pi') = 0$ (possibly incurring a blowup in the size of the proof). Cut-admissibility has been proved previously for Tait-style systems of fixed point logics in [Pal07, BS12] using this technique. Semantic proofs of cut-admissibility have been explored in various logics [Sch60, Mae91, Avi01] but to our knowledge, this is the first semantic proof of cut-admissibility in a Tait-style system.
5.3 Properties of $\mu_{\omega}MALL^+$

We will now explore the provability of $\mu_{\omega}MALL^+$ with special attention to $\mu_\alpha MALL^+$. Note that for any $\alpha, \beta$ such that $\alpha \leq \beta$, we have that $[\mu^\alpha x.\varphi] \subseteq [\mu^\beta x.\varphi]$ and $[\nu^\beta x.\varphi] \subseteq [\nu^\alpha x.\varphi]$. This intuition can be exploited to prove that if $\alpha \neq \beta$, then $\mu_\alpha MALL^+ \neq \mu_\beta MALL$ as sets of theorems. Wlog, assume $\alpha < \beta$. Then, $\vdash \mu^\alpha x.\alpha \otimes y$ is provable in $\mu_\beta MALL^+$ but not in $\alpha$. Similarly, $\vdash \mu^\alpha x.\alpha \otimes x, \nu^y a \otimes y$ is provable in $\mu_\alpha MALL^+$ but not in $\mu_\beta MALL^+$. The proofs in both situations are trivial. But how does one prove that a sequent is not provable?

There are a few techniques in the bag of tricks of linear logic. Firstly, one can use semantics means to show that there is a phase model where the fixed point iteration sequence does not collapse at $\alpha$. Not only are we not able to compute their closure ordinal, we are also unable to find a phase model where the fixed point iteration sequence does not collapse at $\alpha$. It is not possible to work with such trivialising examples.

However, all is not lost as the phase semantics does provide cut admissibility. Armed with Corollary 5.2.5.1, one can provide a more syntactic proof-search argument. These techniques will be used several times in the next chapter but we will already get a flavour here. We begin by showing that the $(\mu^n)$ is invertible if $\alpha$ is a successor ordinal.

**Proposition 5.3.1.** Let $\beta + 1 \leq \alpha$. If $\vdash \Gamma, \mu^{\beta+1} x. \varphi$ is provable in $\mu_\alpha MALL^+$ then so is $\vdash \Gamma, \mu^{\alpha} x. \varphi / x$.

**Proof.** Let $\pi$ be a proof of $\vdash \Gamma, \mu^{\beta+1} x. \varphi$. We have the following.

\[
\frac{\pi}{\vdash \Gamma, \mu^{\beta+1} x. \varphi} \quad \frac{\vdash \nu^{\beta} x. \varphi / x, \mu^{\alpha} x. \varphi / x}{\vdash \Gamma, \mu^{\alpha} x. \varphi / x} \quad (\text{id}) \quad (\text{func}) \quad (\nu_{\alpha+1}) \quad (\text{cut})
\]

**Lemma 5.3.1.** Suppose $\alpha < \beta$. Then,

1. $\vdash \mu^{\alpha} x.a \otimes x, \nu^y a \otimes y$ is not provable in $\mu_\alpha MALL^+$.

2. $\vdash \mu^{\alpha} x.a \otimes x, \nu y a \otimes y$ is not provable in $\mu_\beta MALL^+$.

**Proof.** We will only prove (1). (2) follows very similarly. Let $(\alpha, \beta)$ be the smallest pair of ordinals (in lexicographic ordering) such that $\alpha < \beta$ and $\vdash \mu^\alpha x.a \otimes x, \nu^\beta y a \otimes y$ is provable in $\mu_\beta MALL^+$. Observe that there is no proof where only subformulas of $\mu^\alpha x.a \otimes x$ are active. Therefore, the $(\nu^\beta)$ rule is applied at some point. Since, $(\otimes)$ is invertible, wlog, one can assume that the conclusion of the $(\nu^\beta)$ rule is of the form $\vdash a^{1^n} \nu^\alpha y a \otimes y$ for some $\alpha' < \alpha$. If $\beta$ is a limit ordinal, then consider any premise $\vdash \Delta$ where $\Delta = a^{1^n} \nu^\alpha y a \otimes y$ and $\beta' < \alpha$. By Proposition 5.3.1, if $\Delta$ is provable, so is $\mu^{\alpha' + n} a \otimes x, \nu^\beta y a \otimes y$. Since $(\alpha' + n, \beta') < \text{lex} (\alpha, \beta)$, we have a contradiction!

Consequently we have the following theorem.

**Theorem 5.3.1.** For any two distinct $\alpha, \beta \in \text{Ord}$, $\mu_\alpha MALL^+$ and $\mu_\beta MALL^+$ are orthogonal systems i.e. as sets of theorems neither $\mu_\alpha MALL^+ \subseteq \mu_\beta MALL^+$ nor $\mu_\alpha MALL^+ \supseteq \mu_\beta MALL^+$.

For the rest of this section, let $\Gamma = \mu^\alpha x.a \otimes x, a \otimes (\nu y a \otimes a \otimes y)$ and $\psi = (\mu^{\alpha} x.a \otimes x) \otimes (a^{1^n} \otimes 0)$.

**Lemma 5.3.2.** $\vdash \Gamma$ is not provable in $\mu_\omega MALL^+$.

**Proof.** Suppose there is a proof. By Corollary 5.2.5.1, we can assume that this proof is cut-free. Therefore, the only possibilities for the first rule are $(\otimes)$ or $(\mu)$ followed by one of $(\mu^n)_{n \in \omega}$. If it is the former, then the left premise has to contain $\mu^\alpha x.a \otimes x$ since $\vdash a$ cannot be proved. Consequently, the right premise is $\vdash \nu y a$. If it were provable, so would be $\vdash \nu^\alpha x. \varphi$ for all $n \in \omega$. It is easy to observe that $\vdash \nu^\alpha y a \varphi$ is not provable for all $n > 0$.

Now suppose the first rule is $(\mu)$ followed by $(\mu^n)$ for some $n \in \omega$. Since the $(\otimes)$ rule and, by Proposition 5.3.1, the $(\mu^n)$ rule is invertible for all $n \in \omega$, it suffices to show that $\vdash (a^{1^n} a \otimes \nu y a \varphi$
is not provable. The only possible rule here is the $(\otimes)$. The only splitting of the context which renders the left premise provable is one where the right premise is $\vdash a^+, \ldots, a^-, \nu y. \varphi$. The only possible rule that can be applied here is the $(\nu^\omega)$ rule. Consider any premise other than the $[\frac{n-1}{\omega}]$th premise. Since the number of $a$ and $a^+$ are different in it, it is not provable by Example 3.3.2.

By Example 4.2.1 $\vdash \Gamma$ is provable in $\mu$MALL$^{\text{ind}}$ and by Lemma 5.3.2, it is not provable in $\mu_\omega$MALL$^+$. Consequently, we have the following.

**Theorem 5.3.2.** $\mu_\omega$MALL$^+$ does not prove the same theorems as $\mu$MALL$^{\text{ind}}$.

The opposite direction i.e. the (non)existence of a sequent that is provable in $\mu_\omega$MALL$^+$ but is not provable in $\mu$MALL$^{\text{ind}}$ is more difficult to establish. In fact, the Park’s coinduction can be simulated in the $(\nu_\omega)$ rule.

\[ \frac{\vdash \nu_\omega x. \varphi}{\vdash \Gamma, \nu_\omega x. \varphi} \quad (\nu) \]

\[ \vdash \Gamma, \psi, \nu^m x. \varphi \quad (\text{cut}) \]

Now we will show that $\vdash \varphi^+[\psi/x], \nu^m x. \varphi$ is provable by induction on $m$. The base case is trivial. Applying $(\nu^0)$, we get a premise with $\top$ and hence done. Otherwise,

\[ \text{IH} \]

\[ \vdash \varphi^+, \varphi[\psi/x] \quad (\text{cut}) \]

\[ \vdash \psi^+, \nu^{m-1} x. \varphi \quad (\text{cut}) \]

\[ \vdash \varphi^+, \nu^{m-1} x. \varphi \quad (\nu_n) \]

Furthermore, observe that $\vdash \Gamma$ is provable in $\mu_{\omega+1}$MALL$^+$. We conjecture the following.

**Open Question**

If a sequent $\vdash \Delta$ is provable in $\mu$MALL$^{\text{ind}}$, then there exists $\alpha$ such that $\vdash \Delta$ is provable in $\mu_\alpha$MALL$^+$. In other words, $\mu$MALL$^{\text{ind}} \subseteq \mu_\omega$MALL$^+$.

In fact, Theorem 5.3.2 is revealing. It shows that formulas of the form $\mu x. \varphi(x) \& \varphi(x)$ cannot contract at all in $\mu_\omega$MALL. The number of times they can contracted (say, $n$) is determined the moment the $(\mu^n_\omega)$ rule is fired. This is reminiscent of the multiplexing rule of light linear logics [Gir98, Asp98, AR02, Laf04]. Recall that exponentials are encoded by fixed point formulas as follows.

\[ [? \varphi] = \mu x. \bot \oplus [\varphi] \oplus (x \& \varphi) \quad ; \quad [! \varphi] = \nu x. \bot \& [\varphi] \& (x \otimes x) \]

Now the usual rules for exponentials consist of dereliction, contraction, weakening, and promotion. However, it has been observed that, one can replace them with the following set of rules without losing provability.

\[ \frac{\vdash \Gamma, \varphi}{\vdash \Gamma, ? \varphi} \quad (\text{sp}) \quad \frac{\vdash \Gamma, \varphi^n}{\vdash \Gamma, ? \varphi} \quad (\text{mpx}) \quad \frac{\vdash \Gamma, \nu \varphi}{\vdash \Gamma, ? \varphi} \quad (\text{dig}) \]

These are called functorial promotion, multiplexing, and digging. Without the digging rule, these are called soft exponentials and the corresponding logic is called soft linear logic (SLL) [Laf04]. It is straightforward to see that the soft promotion and multiplexing rule can be encoded in $\mu_\omega$MALL$^+$.

**Open Question**

Digging with respect to the $\mu$MALL encoding of exponentials is not admissible in $\mu_\omega$MALL$^+$. 
Soft linear logic is one of the several light linear logics that have been designed with implicit complexity motivations. The phase semantics of SLL was described in [DM04]. Following [Laf97], they further showed that SLL does not have finite model property [DM04]. If we could show that \( \mu_\omega \mathsf{MALL}^+ \) faithfully encodes soft linear logic, then \( \mu_\omega \mathsf{MALL}^+ \) would inherit SLL’s lack of finite model property. However, as with the encoding of LL in \( \mu \mathsf{MALL}^{\text{ind}} \), it is difficult to show that the encoding of SLL in \( \mu_\omega \mathsf{MALL}^+ \) is faithful. However, as it turns out, it is quite simple to give a direct proof exploiting the above (non)provability results.

**Theorem 5.3.3.** \( \mu_\omega \mathsf{MALL}^+ \) does not have finite model property.

**Proof.** The proof goes by contradiction. A finite phase model \((\mathcal{M}, V)\) has finitely many facts. Therefore, by the Pigeonhole Principle, there exists \( p, q \) such that \( p < q \) and \([a \otimes 0]^V = [a \otimes 0]^V\). Therefore, \([\mu x. a \otimes x]^V = [a \otimes 0]^V\). Consequently, \( 1 \in [\psi]^V \) where \( \psi = (\mu x. a \otimes x)^+ \otimes (a \otimes 0) \). By Theorem 5.2.5, \( \vdash \psi \) is provable in \( \mu \mathsf{MALL}^+ \). In Example 5.2.1, we show that \( \vdash \Gamma, \psi^+ \) is provable in \( \mu_\omega \mathsf{MALL}^+ \). By an application of the cut-rule, we have \( \vdash \Gamma \) is provable in \( \mu_\omega \mathsf{MALL}^+ \). This is a contradiction by Lemma 5.3.2.

Note that for all \( n \in \omega \), \( \mu_n \mathsf{MALL}^+ \) can be embedded in \( \mathsf{MALL} \) and enjoys several good properties like finite model property and decidability. Therefore, Theorem 5.3.3 shows the \( \omega \) is the smallest ordinal for which \( \mu_\omega \mathsf{MALL}^+ \) is a non-trivial system.
5.4 Towards phase semantics of non-wellfounded systems

Observe that since $\mu\text{MALL}^\text{ind} \subseteq \mu\text{MALL}^\circ \subseteq \mu\text{MALL}^\infty$, $\mu$-phase models are complete for $\mu\text{MALL}^\circ$ and $\mu\text{MALL}^\infty$. However, we will see in the next chapter that they prove different set of theorems; hence their interpretations are not sound. Soundness proof in non-wellfounded systems usually goes by contradiction: one assumes that there is a non-wellfounded proof of a sequent $\Gamma$ but its interpretation is not sound (in our case that would amount to asserting $1 \notin [\Gamma]$). From this one extracts a chain which either contradicts the progress condition of $\pi$ or some wellfoundedness condition in the model. Neither of these are clear from a phase semantics interpretation.

The first idea is to rehash the constructive soundness proof of [DP17] in our setting. Since the progress condition in the presence of unbounded interleaving of fixed points is quite complicated, the adaptation is not straightforward.

We consider a strictly larger system $\mu\text{MALL}^\infty$. The language is $\mu\text{MALL}$. We have the usual $\mu$ (respectively, $\nu$) unfolding rules for formulas of the form $\mu x.\varphi$ (respectively, $\nu x.\varphi$). For fixed point approximants we have the rules as in Section 5.2. This system is non-wellfounded and infinitely branching. Note that $\mu\text{MALL}^\infty$ is a subset of $\mu\text{MALL}^\infty$ as sets of theorems.

Lemma 5.4.1. If $\vdash \Delta, \nu^\alpha x.\varphi$ is provable in $\mu\text{MALL}^\infty$, then $\vdash \Delta, \nu^\alpha x.\varphi$ is also provable in $\mu\text{MALL}^\infty$ for any $\alpha \in \text{Ord}$.

To prove this the idea is to consider an infinitary $\eta$-expansion of the proof of $\vdash \Delta, \nu^\alpha x.\varphi$ and then construct the proof of $\vdash \Delta, \nu^\alpha x.\varphi$ by transfinite induction on $\alpha$.

The idea is to infer the soundness of $\mu\text{MALL}^\infty$ from the soundness of $\mu\text{MALL}^\infty$. Note that we define the interpretation of $\mu x.\varphi$ (respectively, of $\nu x.\varphi$) as the least (respectively, greatest) fixed point of $[[\varphi]]$. Now we lift the notion of ranks to $\mu\text{MALL}$ by defining $\text{rk}(\eta x.\varphi) = \text{rk}(\varphi) \star (\ast)$ where $\alpha < \ast$ for all $\alpha \in \text{Ord}$. Furthermore, one can define the rank of a sequent as the multiset of the rank of the formulas in the sequent.

Proof idea for soundness of $\mu\text{MALL}^\infty$. Let $\pi$ be a $\mu\text{MALL}^\infty$ proof and let us proceed by induction on the rank of the conclusion sequent $\Gamma$. For every infinite branch $\beta$ of $\pi$, let $\nu x.\varphi$ be the minimal formula that occurs infinitely often. Consider the rule which introduces $\nu x.\varphi$ for the first time; their conclusions form a bar $B$ through the infinite tree of $\pi$. The prefix closure of $B$ must be finite by the progress condition and thus, if each of the sequents of $B$ is valid then so is the conclusion of $\pi$ by the soundness of well-founded $\mu\text{MALL}^\infty$ derivations. The soundness of wellfounded $\mu\text{MALL}^\infty$ proofs can be obtained by combining results from Section 5.1 and Section 5.2. Now consider a subproof $\pi'$ that derives a sequent in $B$. This sequent must have the form $\vdash \Delta, \nu x.\varphi$ where $\nu x.\varphi$ is principal for the concluding $\nu$-rule of $\pi'$. Along any branch rank of sequent decreases, so $\text{rk}(\Delta, \nu x.\varphi) \leq \text{rk}(\Gamma)$. Now, by Lemma 5.4.1, $\pi'$ can be transformed into a proof $\pi''$ of $\Delta, \nu^\alpha x.\varphi$ where $\alpha$ is the closure ordinal of $\varphi$. Now $\text{rk}(\Delta, \nu^\alpha x.\varphi) < \text{rk}(\Delta, \nu x.\varphi) \leq \text{rk}(\Gamma)$. By the induction hypothesis, $1 \in [\Delta, \nu^\alpha x.\varphi]$. But $[\Delta, \nu^\alpha x.\varphi] = [\Delta, \nu x.\varphi]$ since $\alpha$ is the closure ordinal of $\varphi$. Hence done.

We note that we can define phase semantics of any fragment of $\mu\text{MALL}^\circ$ which can be initialized [Dou17, NST18] i.e. any fragment for which the Brotherston-Simpson conjecture holds. In that case, one can have the same interpretation for the wellfounded system and the circular system. Since we can handle the semantics of wellfounded systems more easily, a conjecture stems from the aforementioned proof idea (which essentially reduces the soundness of a non-wellfounded proof to soundness of a wellfounded proof):

Open Question

There exists a wellfounded infinitely branching system provably equivalent to $\mu\text{MALL}^\infty$. 
Chapter 6

Complexity of $\mu$MALL systems

In this chapter, we explore the decision problems about the various systems of $\mu$MALL viz. the problem of deciding if a given formula (equivalently, a sequent) is provable. We reduce various the reachability problem in various counter machines to these questions. Consequently, we can compute the precise complexity of these questions. The results are technically interesting from a proof-theoretic point of view since they involve non-trivial applications of focussing. They also have deep implications viz. they can separate systems as sets of theorems.

In Section 6.1, we introduce the relevant counter machines and explore their connections with linear logic. In Section 6.2, we show that $\mu$MALL$^*$ is undecidable (consequently, so is $\mu$MALL$^{ind}$ and $\mu$MALL$^{\infty}$) and that the provability problem of $\&$-free fragment of $\mu$MALL$^*$ is equivalent to the provability problem of MELL. In Section 6.3, we obtain lower bounds on $\mu$MALL$^{\infty}$ provability which ultimately helps us show that $\mu$MALL$^{ind}$ proves a strictly larger set of theorems than $\mu$MALL$^{\circlearrowright}$. We show this and constructivise the argument in Section 6.4.

6.1 Counter machines and linear logic

6.1.1 Petri nets

Petri nets [Pet62] are a model of concurrency. We will explain the basic components of Petri nets and their behaviour by means of an example (Figure 6.1). Consider the graph in Figure 6.1a. There are two types of nodes: places and transitions. Places are usually depicted by circles (cf. the nodes labelled $P_1$, $P_2$, $P_3$) and transitions by rectangles (cf. the nodes labelled $T_1$, $T_2$). A Petri net is given by a bipartite graph $(P, T, E, M_{in})$ where $P$ is the set of places, $T$ is the set of transitions, and $E \subseteq (P \times T) \cup (T \times P)$ is the set of edges between $P$ and $T$. Furthermore, each place can hold zero or more tokens. A marking $M \in \mathbb{N}^{P}$ denotes the number of tokens in each place at a certain time. $M_{in}$ is the initial marking. In Figure 6.1a, $M = (0, 1, 0)$ is the marking. Firing of a transition constitutes consuming the tokens from its incoming places and producing them in its outgoing places. As different transitions are fired, we obtain different configurations i.e. different markings. A transition is fireable if every place that points to it has at least one token. In Figure 6.1a, $T_2$ is fireable while $T_1$ is not. If we fire a transition $t$, then one token disappears from every place that points to $t$ and one token is added to every place that emanates from $t$. On firing $T_2$, the token from $P_2$ disappears and $P_1$ and $P_3$ get one token each. Consequently, we have the marking $(1, 0, 1)$ which corresponds to Figure 6.1b. Now $T_1$ is fireable and if it is fired we obtain $(0, 1, 2)$ which corresponds to Figure 6.1b.

Since its inception, linear logic was advertised as the logic for concurrency [Gir87b] and its relation with Petri nets has been explored from both provability and denotational points of view. On the provability side, [Asp87, Bro89, GG89] have independently observed that places are like formulas in linear logic and transitions like proofs. In Figure 6.1, we model the transition $T_1$ as the formula $P_1 \perp \otimes (P_2 \& P_3)$. The sequent $\vdash P_1, P_3 \vdash P_1, P_3 \otimes (P_2 \& P_3)$.
We obtain the marking in Figure 6.1c. Using this observation, one can devise provability semantics of linear logic by establishing a formula \( \varphi \) is provable iff a certain marking is reachable in a Petri Net \( N_\varphi \). However, one can make this more fine-grained: by letting Petri nets freely generate a linear category, one can interpret linear logic in that setting. This generates a triangular correspondence [BG90, BG95]:

\[
\text{Formulas} \rightarrow \text{Objects} \rightarrow \text{Proofs} \rightarrow \text{Morphisms} \rightarrow \text{Transitions}
\]

However, turns out, the connections between Petri nets and linear logic are not as deep as it was once suspected. Linear logic is still a logic for concurrency but in a very different way than Girard envisioned (as types of \( \pi \)-calculus). One of the biggest successes of this line of research has been obtaining the complexity of various fragments of linear logic. We explore these results in the following subsection. Nevertheless, the intuitions from this subsection will be helpful in understanding some constructions in forthcoming sections.

### 6.1.2 Counter machines

There are several Turing equivalent models of computation studied in theoretical computer science to model computation. While a Turing machine is an abstraction of running a sequential algorithm, a **counter machine** is an abstraction of running a parallel algorithm. A counter machine comprises a finite set of one or more registers, each of which can hold a single non-negative integer, and a list of arithmetic and control instructions for the machine to follow. A mutual exclusion principle avoids interlocking i.e. the simultaneous writing operation by two (or more) threads to the same register. A Minsky machine is one of the most well-known counter machines.

**Definition 6.1.1.** A Minsky machine \( M \) is a tuple \((Q, r_1, r_2, I)\) where \( Q \) is a finite set of states, \( r_1, r_2 \) are two registers, and \( I \) is a set of instructions of the form INC(\( \cdot, \cdot, \cdot \)) and JZDEC(\( \cdot, \cdot, \cdot, \cdot \)) that manipulate the current state and the contents of the registers. The operational semantics of \( M \) is given by its configuration graph, the vertices of which are configurations of form \( \langle q, a, b \rangle \in Q \times \mathbb{N} \times \mathbb{N} \) and edges are one of the following forms:

\[
\begin{align*}
\langle p, a, b \rangle &\xrightarrow{\text{INC}(p, r_1, q)} \langle q, a + 1, b \rangle \\
\langle p, 0, b \rangle &\xrightarrow{\text{JZDEC}(p, r_1, q_0, q_1)} \langle q_0, 0, b \rangle \\
\langle p, a + 1, b \rangle &\xrightarrow{\text{JZDEC}(p, r_1, q_0, q_1)} \langle q_1, a, b \rangle \\
\langle p, a, b \rangle &\xrightarrow{\text{JZDEC}(p, r_2, q_0, q_1)} \langle q_0, a, 0 \rangle \\
\langle p, a, b \rangle &\xrightarrow{\text{JZDEC}(p, r_2, q_0, q_1)} \langle q_1, a + 1 \rangle
\end{align*}
\]

Given a state \( q_s \), a **run** of \( M \) is a sequence of configurations \( \{s_i\}_{i \in \omega} \) (\( \omega \in \mathbb{N} \)) such that \( s_0 = \langle q_s, 0, 0 \rangle \) and for all \( i \in \omega \) with \( i + 1 \in \omega \), \( (s_i, s_{i+1}) \) is an edge in the configuration graph.

**Theorem 6.1.1** ([Min67]). Given a Minsky machine \( M \) and an initial state \( q_s \), checking that it has an infinite run from \( q_s \) is \( \Pi^0_1 \)-hard.
Our next example is of vector addition systems. As presented the registers are not explicit. However, it is not difficult to unearth the \( k \) registers in the following definition.

**Definition 6.1.2.** A vector addition system \( V \) is a 3-tuple \((k, A, T_u)\) such that \( k \in \mathbb{N} \), and \( A \in \mathbb{N}^k \) and \( T_u \subset \mathbb{Z}^k \) are finite sets. The operational semantics of \( V \) is given by its configuration graph \((\mathbb{N}^k, E_T)\) such that \((\overline{v}, \overline{v}') \in E_T\) if \( \overline{v} - \overline{v}' \in T_u \). A configuration \( \overline{v} \) is said to be reachable if there is a path in the configuration graph starting from \( \overline{v} \) and ending in some \( \overline{v}' \in A \).

Let us come back to Petri nets. Given a Petri net \( N = (P, T, E, M_{in}) \), define the marking graph as \((\mathbb{N}^{k|P|}, E_T)\) such that \( M, M' \in \mathbb{N}^k \) are construed as markings and \((M, M') \in E_T\) if there exists \( t \in T \) such that \( M \xrightarrow{t} M' \). A marking \( M \) is said to be reachable if there is a path in the marking graph of \( N \), starting from \( M_{in} \) and ending at \( M \). It is easy to note that a Petri net \( N \) induces a vector addition system \( V_N \) such that the marking graph of \( N \) and the configuration graph of \( V_N \) are isomorphic. The vector addition system corresponding to our running example is \((\{3, (0, 1, 0), \{t_1, t_2\}\})\)

where \( t_1 = (1, -1, -1) \) and \((1, -1, 1)\).

**Theorem 6.1.2 ([CO21, Lor21]).** Reachability in vector addition systems is Ackermann-complete.

There are several ways of extending the expressiveness of Petri nets or vector addition systems. For example, one can add weights to edges in order to indicate how many tokens are consumed or produced; one can have coloured tokens to distinguish between them; and so on. The extension which is interesting to our discussion is branching behaviour. A firing sequence is analogous to a run of a deterministic or non-deterministic automaton. Now, the run of an alternating automaton is a tree (instead of a list). The question, therefore, arises: is there a meaningful counterpart in the world of Petri nets?

**Definition 6.1.3.** A branching vector addition system with states or AVLASS is a tuple \( B = (Q, Q_t, k, A, T_u, T_s, T_f) \) such that:

- \( Q \) is a finite set of states with \( Q_t \subseteq Q \);
- \( k \in \mathbb{N} \) is called the dimension;
- \( A \) is a finite subset of \( \mathbb{N}^k \) called the set of axioms;
- \( T_u \subseteq Q \times \mathbb{Z}^k \times Q, T_s \subseteq Q^3 T_f \subseteq Q^3 \) are finite and called the unary, split, and fork rules respectively.

If \( T_s = \emptyset \) and \( T_f = \emptyset \), then it is called a VASS. If \( T_s = \emptyset \) then it is called an AVASS, and if \( T_f = \emptyset \) then it is called a BVASS.

**Definition 6.1.4.** Given an AVLASS \( B = (Q, Q_t, k, A, T_u, T_s, T_f) \), a configuration is a pair \((q, \overline{v}) \in Q \times \mathbb{N}^k \) where \( Q \) is the set of states of \( B \) and \( k \) is its dimension. \((q, \overline{v}) \in Q \times \mathbb{N}^k \) is said to be reachable if there is a binary tree labelled by configurations such that:

- The root node is labelled by \((q, \overline{v})\).
- If a node \((q, \overline{v})\) has a unique child \((q', \overline{v}')\) then \((q, \overline{v} - \overline{v}', q') \in T_u\).
- If a node \((q, \overline{v})\) has children \((q', \overline{v}')\) and \((q'', \overline{v}'')\) then:
  - either, \( \overline{v}' + \overline{v}'' = \overline{v} \) and \((q, q', q'') \in T_s\), or,
  - \( \overline{v} = \overline{v}'' = \overline{v}' \) and \((q, q', q'') \in T_f\).
- The leaves are labelled by elements of \( Q_t \times A \).

Such a binary tree is called a run tree of the configuration.

**Example 6.1.1.** Let \( B = (\{(q_0, q_1, q_2), 1, \{0\}, \{(q_3, q_4), (q_2, 3, q_3)\}, \emptyset, \{(q_0, q_1, q_2)\})\). B is an AVASS since there are no fork rules. We claim that \((q_0, 5)\) is reachable. The split rule takes \((q_0, 5)\) to \((q_1, 5)\) and \((q_2, 5)\). From \((q_1, 5)\), one can trigger two unary rules to reach \((q_2, 2)\) and then \((q_1, 0)\). Similarly, from \((q_2, 5)\), one can trigger two unary rules to reach \((q_1, 3)\) and then \((q_2, 0)\). Since, \((q_2, 0), (q_1, 0) \in (q_1, 2) \times \{0\}\), we are done. On the other hand, observe that \((q, 3)\) and \((q_3)\) are not reachable.

\(^1\)It is easy to generalise this to see that a configuration of the form \((q, 5k)\) is reachable for all \( k \in \mathbb{N} \).
Now consider $B' = (\{q_0, q_1, q_2\}, \{q_1, q_2\}, 1, \{0\}, \{(q_1, 3, q_2), (q_2, q_1)\}, \{(q_0, q_1, q_2)\}, \emptyset)$. $B$ is a BVASS since there are no split rules. We claim that $(q_0, 5)$ is reachable. The fork rule can be triggered to reach $(q_1, 3)$ and $(q_2, 0)$ from $(q_0, 5)$. Since these two configurations are reachable, we are done. However, note that in contrast to $B$, $(q_0, 3)$ is reachable by forking it to $(q_1, 3)$ and $(q_2, 0)$. Similarly, $(q_0, 2)$ is also reachable by forking it to $(q_1, 0)$ and $(q_2, 2)$.

**Theorem 6.1.3 ([HP79]).** An $n$-dimension VASS can be simulated in a $n + 3$ dimension VAS.

Similarly, one can simulate the branching behaviour without the use of states by having an operational semantics of the form: if a node $\vec{v}$ has children $\vec{v}'$ and $\vec{v}''$, then $\vec{v} - \vec{v}' - \vec{v}'' \in T_s$. On the other hand, without states, it is impossible to mimic the alternating behaviour.

**Theorem 6.1.4 ([dGGS04]).** Reachability in BVASSes is equivalent to provability in MELL.

Naturally, the decidability of the reachability problem in BVASSes is an open question (since the decidability of MELL provability is open). However, it inherits the Ackermann-hardness of VASSes since every BVASS is also a VASS i.e. we have the following corollary to Theorem 6.1.2.

**Corollary 6.1.4.1.** Reachability in BVASSes is Ackermann-hard.

Propositional linear logic was shown to be undecidable [Lin92, LMAS92] by a reduction from the reachability problem in an and-branching two counter machine without zero-test. Such machines are essentially equivalent to AVASSes [Kop01, LS14, LS15] (in particular, the fork rule is exactly the same).

**Theorem 6.1.5 ([LMAS92]).** The AVASS reachability problem is $\Sigma^0_2$-complete.

In the following sections, we reduce reachability in AVASSes to the provability of $\mu$MALL$^*$, reduce reachability in BVASSes to the provability of $\mu$MALL$^*$, and reduce the non-halting of Minsky machines to the provability of $\mu$MALL$^\infty$. 


6.2 The complexity of \(\mu\text{MALL}^*\)

6.2.1 \(\Sigma^0_1\)-completeness via full LL

Recall the encoding of the exponential modalities by fixed point formulas from Definition 4.3.2. Lemma 4.3.3 shows that if \(\varphi\) is provable in LL then \([\varphi]\) is provable in \(\mu\text{MALL}^{\text{ind}}\). The converse is not known to be true. However, we prove the converse in a restricted setting which immediately gives us the complexity of \(\mu\text{MALL}^*\).

**Theorem 6.2.1.** Let \(\varphi\) be a \(!\)-free LL formula. Then, \(\vdash \varphi\) is provable in LL iff \(\vdash [\varphi]\) is provable in \(\mu\text{MALL}^*\).

**Proof.** The only if part follows from Lemma 4.3.3. For the if part, we generalise the statement from a formula \(\varphi\) to a sequent \(\Gamma = \varphi_1, \ldots, \varphi_n\). Define \([\Gamma]\) as expected as \([\varphi_1], \ldots, [\varphi_n]\). Suppose there is a proof \(\pi_0\) of \(\vdash [\Gamma]\). Then, by Theorem 4.4.1 and Theorem 4.5.1, there exists a cut-free focused proof \(\pi\) of \(\vdash [\Gamma]\). We will induct on \(\pi\).

The base case is simple. If \([\Gamma]\) is \([\varphi], [\varphi^*]\) then \(\Gamma = \varphi, \varphi^*\) therefore if one can apply (id) rule in \(\pi\), one can do the same for \(\Gamma\) in LL. Similarly, for units \(\top, \bot\). Now suppose the last rule of \(\pi\) is a multiplicative additive rule (\(\odot\)) with principal formula \([\varphi \odot \psi]\) and auxiliary formula(s) one (or both) of \([\varphi]\) and \([\psi]\). Noting the definition of the \([\bullet]\), we see that one can apply the (\(\odot\)) on \(\varphi \odot \psi\) and auxiliary formula(s) one (or both) of \(\varphi\) and \(\psi\) such that the premise(s) are equal up to \([\bullet]\) to the corresponding premises in \(\pi\). Conclude by applying the induction hypothesis to these premise(s).

The only remaining case is when the last rule of \(\pi\) is (\(\mu\)) and the principal formula is \([?!\varphi]\). (Note that since \(\Gamma\) is \(!\)-free, \([\Gamma]\) is \(\nu\)-free.) Recall that \(\pi\) is a focused proof. Therefore, (i) \([\Gamma]\) is a positive sequent, and moreover (ii) \([?!\varphi]\) is the focus. Therefore, the next rule is the ternary (\(\oplus\)) rule with principal formula \(\bot \oplus ([?!\varphi] \odot [?!\varphi]) \oplus [\varphi]\). We will now subject the reader to the obvious case analysis.

**Case 1.** The next rule (\(\oplus_1\)). Then, the premise is a negative sequent with the only negative formula \(\bot\). Therefore the next rule is necessarily (\(\bot\)). In LL, we apply \(??_w\) on \(\varphi\) and conclude by induction hypothesis.

**Case 2.** The next rule (\(\oplus_2\)). Again, we end up in a negative sequent with the only negative formula \([?!\varphi] \odot [?!\varphi]\). Therefore the next rule is necessarily (\(\odot\)). In LL, we apply \(?\epsilon\) on \(\varphi\) and conclude by induction hypothesis.

**Case 3.** The next rule (\(\oplus_3\)). The premise is a sequent of the form \([\Gamma']\) and therefore immediately apply the induction hypothesis. \(\square\)

**Corollary 6.2.1.1.** \(\mu\text{MALL}^*\) is \(\Sigma^0_1\)-complete.

**Proof.** This follows from Theorem 6.2.1 and the fact that the reduction in Theorem 3.2.1 only uses \(!\)-free formulas. \(\square\)

**Corollary 6.2.1.2.** \(\mu\text{MALL}^{\text{ind}}\) and \(\mu\text{MALL}^\odot\) are \(\Sigma^0_1\)-complete.

**Proof.** \(\Sigma^0_1\)-membership for \(\mu\text{MALL}^{\text{ind}}\) since wellfounded proof are finitely presentable and hence recursively checkable. \(\mu\text{MALL}^\odot\) pre-proofs are also finitely presentable and since given a circular pre-proof, checking the progress condition is decidable, we have \(\Sigma^0_1\)-membership. For hardness, note that via Corollary 6.2.1.1 the reduction only uses \(\nu\)-free formulas and hence the result follows since all systems \(\text{i.e.} \mu\text{MALL}^\odot, \mu\text{MALL}^{\text{ind}}, \text{and } \mu\text{MALL}^*\) coincide on \(\nu\)-free formulas. \(\square\)

It is folklore that if \(\varphi\) is an LK pre-formula with a free variable \(x\) then \(\varphi\) and \(\varphi[\varphi[x/x]]\) are equivalent. This immediately gives us a conservative embedding of \(\mu\text{LKL}\) (note that this is different from \(\mu\)-calculus since there are no modalities) in LK with a polynomial blowup. In the same vein, [GGS16, GGS19] shows that there is a conservative embedding of \(\mu\text{LJ}\) in LJ with an exponential blowup. MALL is known to be PSPACE-complete [LMAS92]. Therefore we have the following corollary.

**Corollary 6.2.1.3.** There is no effectively computable reduction from \(\mu\text{MALL}^*\) (or \(\mu\text{MALL}^{\text{ind}}, \mu\text{MALL}^\odot\) ) to MALL.
6.2.2 A potentially decidable fragment

In Section 6.1, we discussed that the provability of MELL is equivalent to the reachability problem in BVASSs, which are important open questions in the respective communities. In the spirit of this line of research, we show that the provability of the &-free fragment of µMALL is equivalent to reachability in BVASSs. We denote the &-free fragment of µMALL by µMALL_
\text{f}.

We fix $k + 1$ propositional variables, $a_1, \ldots, a_k, z$, and define below an encoding of integer vectors of dimension up to $k$ (the unique vector of dimension 0 is written $\varepsilon$). For the purpose of the encoding vectors will be read from left to right i.e. a vector $\vec{v}$ of dimension $l + 1$ will be of the form $(n, \vec{u})$ for an integer $n$ and a vector $\vec{u}$ of dimension $l$. For typographic ease, we use $a^n$ to denote $\overrightarrow{a, \ldots, a}$ in a sequent.

**Definition 6.2.1.** The encoding of an integer vector $\vec{v}$ of dimension $d$, relative to propositional variables $b_1, \ldots, b_{d+1}, z$, written $[\vec{v}]_{b_1,\ldots,b_{d+1},z}$, is defined inductively as follows:

$$[\vec{v}]_{b_1,\ldots,b_{d+1},z} = \begin{cases} z & \text{if } \vec{v} = \varepsilon; \\ b_1 \mathbin{\otimes} [\vec{v}]_{b_1,\ldots,b_{d+1},z} & \text{if } \vec{v} = (n, \vec{u}), n \geq 1, \text{ and } \vec{v}' = (n+1, \vec{u}); \\ b_1 \mathbin{\otimes} [\vec{v}]_{b_1,\ldots,b_{d+1},z} & \text{if } \vec{v} = (n, \vec{u}), n \leq -1, \text{ and } \vec{v}' = (n+1, \vec{u}); \\ [\vec{u}]_{b_1+1,\ldots,b_{d+1},z} & \text{if } \vec{v} = (0, \vec{u}). \end{cases}$$

We will simply write $[\vec{v}]$ for the encoding of a vector of dimension $k$ relative to $a_1, \ldots, a_k, z$. (We also use this lighter notation for vectors of lower dimension when the dimension and the $(a_1, \ldots, a_k, z)$ to be used are clear from the context.)

**Example 6.2.1.** Consider the encoding of $(−1, 0, 1)$ relative to $b_1, b_2, b_3, z$.

$$[(-1, 0, 1)]_{b_1, b_2, b_3} = b_1 \mathbin{\otimes} [(0, 0, 1)]_{b_1, b_2, b_3} = b_1 \mathbin{\otimes} [1]_{b_3} = b_1 \mathbin{\otimes} ([b_1 \otimes (0)])_{b_3} = b_1 \mathbin{\otimes} ([b_1 \otimes (b_1 \otimes (0))])_{b_3} = b_1 + \mathbin{\otimes} (b_1 \otimes (b_1 \otimes (b_1 \otimes (0)))).$$

Observe that the $i^{th}$ coordinate is represented by the propositional variable $b_i$. The following lemma shows that the encoding is meaningful with respect to vector equality.

**Lemma 6.2.1.** Let $\vec{u}$ and $\vec{v}$ be two vectors. Then $\vdash [\vec{u}] = [\vec{v}]$ is provable iff $\vec{u} = \vec{v}$.

**Proof.** The if direction is a trivial induction on the dimension. For the only if direction, first note that for any vector $\vec{u}$, $[\vec{u}]$ is a purely MLL formula. Therefore, by Example 3.3.2, for all $i$, the number of times $a_i$ occurs in $[\vec{v}]$ is equal to the number of times $a_i^+$ occurs in $[\vec{u}]$. This is enough to ensure that $\vec{u} = \vec{v}$. \qed

The following technical lemma will allow us to reason by induction on the dimension via the encoding at the provability level, which is crucial to prove our forthcoming theorem.

**Lemma 6.2.2.** Let $1 \leq i \leq k$, $m \geq 0$ and let $s$ be an integer such that $m \geq s$. Let $\vec{q}$ be an integer vector of dimension $k - i$. If $\vdash [\vec{q}] = \Gamma, a_i^+, a_{i+1}^{m_{i+1}}, \ldots, a_k^{m_k}, z$ is provable, then so is $\vdash [\vec{r}] = \Gamma, a_i^+, a_{i+1}^{m_{i+1}}, \ldots, a_k^{m_k}, z$ where $\vec{r} = (s, \vec{q})$ and $\vec{v} = (m, \vec{u})$.

**Proof.** We will induct on $|s|$. The base case is $s = 0$. Then, $[\vec{r}] = [\vec{q}]$ hence this case is trivial. For the induction case, we have two subcases.

**Case 1:** If $s$ is positive.

$$\begin{array}{c} \vdash a_i^+, a_i \\ \vdash (s + 1, \vec{q}) = (s + 1, \vec{q}) \\ \vdash \Gamma, a_i^{m_i^{s+1}}, a_{i+1}^{m_{i+1}}, \ldots, a_k^{m_k}, z \\ \vdash a_i^+ \mathbin{\otimes} (s + 1, \vec{q}) = \Gamma, a_i^{m_i^{s+1}}, a_{i+1}^{m_{i+1}}, \ldots, a_k^{m_k}, z \end{array}$$
**Case 2:** If \( s \) is negative.

\[
\frac{IH}{\vdash [s - 1, q]^{\perp}, \Gamma, a_i^{m_i + s + 1}, a_{i+1}^{m_{i+1}}, \ldots, a_k^{m_k}, z} \quad (\otimes)
\]

In the following, let \( S \) be a finite set and \([\bullet] : S \rightarrow \mu MALL\). Define \( \text{CH}_S \) to be the formula that offers a choice of picking the dual of one of the (encoding of) elements of \( S \).

\[
\text{CH}_S \triangleq \bigoplus_{s \in S} [s]^{\perp}
\]

When \( S \) is a set of instructions we rely on the above encoding; when \( S \) is a set of states, we use the identity encoding benefiting from the fact that states are indeed propositional variables. The reader might be surprised by our use of the logical duality here: it is simply because we are working in the one-sided calculus. Furthermore, note that the formula is well-defined only when we have fixed an order on the elements of \( S \); however, the choice of an order is irrelevant from the provability point of view.

We can now define the encoding of a BVASS \( B = (Q, Q_\ell, k, A, T_u, T_s) \) with \(|Q_\ell \times A| = \alpha, |T_u| = \beta\), and \(|T_s| = \gamma\).

- For a unary rule \( t \in T_u \) of the form \((p, \vec{r}, q)\) we have \([t] \triangleq p \oplus (q_1 \otimes \vec{r})\).
- For a split rule \( t \in T_s \) of the form \((p, q_1, q_2)\) we have that \([t] \triangleq p \oplus q_1 \otimes q_2\).
- For a final configuration \((q, \vec{v}) \in Q_\ell \times A\) we have that \([ (q, \vec{v}) ] \triangleq q \oplus [\vec{v}]\).
- Finally, \( B \) is encoded as follows.

\[
B \triangleq \mu x. \text{CH}_{Q_\ell \times A} \oplus (\text{CH}_{T_u} \otimes x) \oplus (\text{CH}_{T_s} \otimes ((z \otimes x) \otimes x))
\]

**Lemma 6.2.3.** If the configuration \((q, \vec{v})\) is reachable in \( B \) then \( \vdash B, q, a_1^{v_1}, \ldots, a_k^{v_k}, z \) is provable in \( \mu MALL^*_\oplus \) where \( \vec{v} = (v_1, \ldots, v_k) \).

**Proof.** Since \((q, \vec{v})\) is reachable, there exists a run tree. We will mimic the run tree to produce a proof tree. The proof goes by induction on the run tree. The base case is that of a one node run tree where the node is labelled by \((p, \vec{v}) \in Q_\ell \times A\). We have,

\[
\frac{[\text{Lemma 6.2.1}]}
{\vdash p^\perp, p} \quad \frac{(id)}{\vdash [\vec{v}]^\perp, a_1^{v_1}, \ldots, a_k^{v_k}, z} \quad (\otimes)
\]

\[
= \vdash p^\perp \otimes [\vec{v}]^\perp, p, a_1^{v_1}, \ldots, a_k^{v_k}, z \quad (\otimes)
\]

\[
\vdash \text{CH}_{Q_\ell \times A}, p, a_1^{v_1}, \ldots, a_k^{v_k}, z \quad (\otimes)
\]

\[
\vdash B, p, a_1^{v_1}, \ldots, a_k^{v_k}, z \quad (\mu), (\oplus_1)
\]

where the \( \alpha \)-ary \( \oplus \) on \( \text{CH}_{Q_\ell \times A} \) chooses the configuration \((p, \vec{v})\). There are two cases for the inductive step depending on whether a unary or split rule is applied at the root node.
Proof. We shall reason by contradiction. Assume that there are some \( \beta \)-ary \( \oplus \) chooses the (encoding of) rule \((p, \vec{r}, q) \in T_u\).

\[
\begin{array}{l}
\vdash z^+, z \\
\vdash q, B, a_1^{v_1}, \ldots, a_k^{v_k}, z \\
\vdash q, z^+, z \otimes B, a_1^{v_1}, \ldots, a_k^{v_k}, z \\
\end{array}
\]

(Lemma 6.2.2, \( k \) times)

\[
\vdash p^+, p \\
\vdash q, [\vec{r}]^+, z \otimes B, a_1^{v_1+r_1}, \ldots, a_k^{v_k+r_k}, z \\
\vdash p^+ \otimes (q[\vec{r}]^+), z \otimes B, p, a_1^{v_1+r_1}, \ldots, a_k^{v_k+r_k}, z \\
\end{array}
\]

(\( \otimes \))

\[
\vdash CH_{T_u}, z \otimes B, p, a_1^{v_1+r_1}, \ldots, a_k^{v_k+r_k}, z \\
\vdash CH_{T_u} \otimes (z \otimes B), p, a_1^{v_1+r_1}, \ldots, a_k^{v_k+r_k}, z \\
\end{array}
\]

(\( \ominus \))

\[
\vdash q, \vec{r}, a_1^{v_1}, \ldots, a_k^{v_k}, z \\
\vdash q_2, B, a_1^{v_1}, \ldots, a_k^{v_k}, z \\
\vdash q_1, q_2, (z \otimes B) \otimes B, a_1^{v_1+v_1}, \ldots, a_k^{v_k+v_k}, z \\
\vdash q_1 \otimes q_2, (z \otimes B) \otimes B, a_1^{v_1+v_1}, \ldots, a_k^{v_k+v_k}, z \\
\vdash CH_{T_u}, (z \otimes B) \otimes B, p, a_1^{v_1+v_1}, \ldots, a_k^{v_k+v_k}, z \\
\vdash CH_{T_u} \otimes ((z \otimes B) \otimes B), p, a_1^{v_1+v_1}, \ldots, a_k^{v_k+v_k}, z \\
\end{array}
\]

(\( \ominus \))

Case 2. Suppose the split rule \((p, q_1, q_2)\) is applied to the node labelled \((p, \vec{u} + \vec{v})\) to produce \((q_1, \vec{u})\) and \((q_2, \vec{v})\). The \( \gamma \)-ary \( \oplus \) chooses the (encoding of) rule \((p, q_1, q_2) \in T_u\).

\[
\begin{array}{l}
\vdash z^+, z \\
\vdash q_1, z \otimes B, a_1^{v_1}, \ldots, a_k^{v_k}, z \\
\vdash q_1, q_2, (z \otimes B) \otimes B, a_1^{v_1+v_1}, \ldots, a_k^{v_k+v_k}, z \\
\vdash q_1 \otimes q_2, (z \otimes B) \otimes B, a_1^{v_1+v_1}, \ldots, a_k^{v_k+v_k}, z \\
\vdash CH_{T_u}, (z \otimes B) \otimes B, p, a_1^{v_1+v_1}, \ldots, a_k^{v_k+v_k}, z \\
\vdash CH_{T_u} \otimes ((z \otimes B) \otimes B), p, a_1^{v_1+v_1}, \ldots, a_k^{v_k+v_k}, z \\
\end{array}
\]

Before proving the opposite direction, we will prove a technical lemma.

**Lemma 6.2.4.** For all \( v_1, v_2, \ldots, v_n \), the sequent \( \vdash B, q, a_1^{v_1}, \ldots, a_k^{v_k} \) is not provable.

**Proof.** We shall reason by contradiction. Assume that there are some \( v_1, \ldots, v_k \in \mathbb{N} \) such that \( \vdash B, q, a_1^{v_1}, \ldots, a_k^{v_k} \) is derivable. Wlog, let us assume that \( v_1, \ldots, v_k \) are chosen such that the sequent can be proved with a cut-free, focussed and minimal proof \( \pi \) i.e. no subproof of \( \pi \) is rooted at a sequent of the form \( \vdash B, q, a_1^{v_1}, \ldots, a_k^{v_k} \). Note that the first two conditions can be assumed by Theorem 4.4.1 and Theorem 4.5.1 respectively; then it is possible to assert the third condition since \( \mu MALL^* \) is well-founded.

Note that the sequent is positive and \( B \) is the only formula on which any rule can be applied. Therefore, it is the focus. After the application of the \( \mu \) rule (which is the only rule that can be applied at the root of the proof) there are three possibilities, \( \oplus_1, \oplus_2 \) or \( \oplus_3 \) resulting in either one of the following sequents:

1. \( \vdash CH_{Q_1 \times A}, q, a_1^{v_1}, \ldots, a_k^{v_k}, \) or,
2. \( \vdash CH_{T_u} \otimes (z \otimes B), q, a_1^{v_1}, \ldots, a_k^{v_k}, \) or,
3. \( \vdash CH_{T_u} \otimes ((z \otimes B) \otimes B), q, a_1^{v_1}, \ldots, a_k^{v_k}. \)

Case 1. Assuming that one applies \( \oplus_1 \), we are still in the positive phase and in a purely MLL sequent. Using Example 3.3.2 with respect to \( z \), we have that this is not provable.
Case 2. Assuming that one applies \( \oplus_2 \), we end up in a negative sequent. After the mandatory \((\otimes)\) rule, we have a sequent of the form \( \vdash CH_{T_1}, z \otimes B, a_1^{v_1}, \ldots, a_k^{v_k} \). This proof shall contain a \((\ominus)\) rule of principal formula \( z \otimes B \) of conclusion. The left premise must contain either \( CH_{T_2} \) or a subformula of \( CH_{T_2} \) of the form \([\overline{r}]^\perp\) (since \( CH_{T_2} \), that contains \( z^\perp \) as subformula and otherwise we have a contradiction by Example 3.3.2). By a similar argument, we ensure that there exists \( q' \in Q \) in the right premise. Therefore, the right premise is of the form \( \vdash B, q', a_1^{v_1}, \ldots, a_k^{v_k} \). This contradicts the minimality of the proof.

Case 3. Assuming that one applies \( \oplus_3 \), we end up in a negative sequent. After the mandatory \((\otimes)\) rule, we have a sequent of the form \( \vdash CH_{T_2}, (\otimes \overline{B}) \otimes B, q, a_1^{v_1}, \ldots, a_k^{v_k} \). If \( (\otimes \overline{B}) \otimes B \) is the focus, then the right premise is of the form \( \vdash CH_{T_2}, B, q, a_1^{v_1}, \ldots, a_k^{v_k} \). If \( q \) is not present, then no axiom, unary or split rule would be applicable at any point, so the proof would be a non-wellfounded unfolding of \( B \). If \( CH_{T_2} \) is not present then we would contradict the minimality of the proof. Therefore, the left premise is of the form \( \vdash z \otimes B, a_1^{v_1}, \ldots, a_k^{v_k} \). Since \( q \) is not present, then no axiom, unary or split rule would be applicable at any point, so the proof would be a non-wellfounded unfolding of \( B \). Hence we have exhausted all three possible cases and can therefore deduce the expected contradiction.

Lemma 6.2.5. If \( \vdash B, q, a_1^{v_1}, \ldots, a_k^{v_k}, z \) is provable in \( \mu MLL_{Q} \), then the configuration \((q, \vec{v})\) is reachable in \( B \) where \( \vec{v} = (v_1, \ldots, v_k) \).

Proof. Assume that \( q \in Q \) and \( \{a_1, \ldots, a_k\} \) are negative atoms and \( z \) is a positive atom. By Theorem 4.4.1 and Theorem 4.5.1, there exists a cut-free focussed proof of \( \vdash B, q, a_1^{v_1}, \ldots, a_k^{v_k}, z \). We will induct on the height of the proof. \( B \) is the only formula on which any rule can be applied. Therefore, it is the focus. The proof starts off as follows.

\[
\begin{align*}
\vdash CH_{Q \times A} \oplus (CH_{T_1}, \otimes \overline{(z \otimes B)}) \oplus (CH_{T_2}, \otimes \overline{(z \otimes B \otimes B)}), q, a_1^{v_1}, \ldots, a_k^{v_k}, z \\
\vdash B, q, a_1^{v_1}, \ldots, a_k^{v_k}, z \\
\end{align*}
\]

Case 1. The next rule is \((\oplus)\). The auxiliary formula is positive. Therefore, the next rule is the \( \alpha \)-ary \((\otimes)\) rule that chooses \( q^\perp \otimes [\vec{v}]^\perp \) for some \( (q', \vec{v}') \in Q_\ell \times A \). This is also a positive formula; hence the right rule is \((\otimes)\) and its left premise is of the form \( \vdash q^\perp, \Gamma \). Since \( q' \) is a negative atom, this is still in the positive phase. Therefore, it must be the conclusion of an \((id)\) rule. Therefore, \( q' = \Gamma = \{q\} \), and the right premise of the tensor rule is of the form \( \vdash [\overline{r}]^\perp, a_1^{v_1}, \ldots, a_k^{v_k}, z \). By Lemma 6.2.1, \( \vec{v}' = (v_1, \ldots, v_k) \). Hence \( (q, \vec{v}) \in Q_\ell \times A \) and the run tree is a single node labelled by \((q, \vec{v})\).

Case 2. The next rule is \((\oplus)\). The following rule is necessarily \((\otimes)\). Now there are two possibilities, either \( CH_{T_1} \) is the focus or \( z \otimes B \) is the focus. Suppose the latter happens. Then, the left premise of the tensor rule with principal formula \( z \otimes B \) is of the form \( \vdash z, \Gamma \). Observe that this is a positive sequent and it must be the conclusion of an \((id)\) rule. This is not possible. Therefore \( CH_{T_2} \) is the focus. The next rule is thus a \( \beta \)-ary \((\otimes)\) and a unary rule of the form \( q^\perp \otimes (q'' \otimes [\overline{r}]^\perp) \) is chosen. The next rule is thus a tensor. Since the left premise (say, \( \vdash q^\perp, \Gamma \)) is positive, the only possibility is that \( \Gamma = \{q\} \) and \( q' = q \). The right premise is negative and after an application of \((\otimes)\) we have a sequent of the form \( \vdash [\overline{r}]^\perp, z \otimes B, q'', a_{v_1}, \ldots, a_{v_k}, z \).

Observe that if the first coordinate of \( \vec{r} \) is negative then the outermost connective of \([\overline{r}]^\perp\) is negative. Suppose the first \( \ell \) coordinates of \( \vec{r} \) are negative, then the subsequent inference rules necessarily are several \( \otimes \) rules until we reach the sequent \( \vdash [\overline{q}]^\perp, z \otimes B, a_1^{v_1+r_1}, \ldots, a_\ell^{v_\ell+r_\ell}, a_{\ell+1}^{v_{\ell+1}}, \ldots, a_k^{v_k+r_k}, z \) where \( \vec{q} = (0, \ldots, 0, r_{\ell+1}, \ldots, r_k) \) and \( r_{\ell+1} > 0 \). This is a positive sequent. There are again two possibilities for the focci: \([\overline{q}]^\perp\) or \( z \otimes B \). In the latter case, we will argue as before.

Thus \( [\overline{q}]^\perp \) is a valid. Observe that the left premise of the tensor has to be \( a_{\ell+1}^{r_1}, \Gamma \). We assumed that \( a_i \) is a negative atom for all \( i \). Therefore, this has to be the conclusion of an axiom and hence \( \Gamma = \{a_i\} \). Continuing like this we reach \( \vdash z^\perp, z \otimes B, q'', a_1^{v_1+r_1}, \ldots, a_k^{v_k+r_k}, z \). The only possible focus is now \( z \otimes B \) and by a similar argument as the above instances the left premise is necessarily of the form \( \vdash z^\perp, z \) and the conclusion of an axiom. The right premise of the form \( \vdash B, q'', a_1^{v_1+r_1}, \ldots, a_k^{v_k+r_k}, z \) and we can apply induction hypothesis on this subproof of lower height.
Theorem 6.2.2. BVASS reachability reduces to $\mu MLL^*_{\emptyset}$ provability.

We will now show that $\mu MLL^*_{\emptyset}$ provability reduces to BVASS reachability. It is equivalent to prove a sequent and a formula. Fix a formula $\varphi$ and order $FL(\varphi)$ lexicographically as $\{\varphi_1, \ldots, \varphi_k\}$. Let $Seq$ be the set of multiset with the $\varphi_i$s as elements. Let $[\cdot] : Seq \to \mathbb{N}^k$ be an injective function such that the $i$th coordinate of $[T]$ is the multiplicity of $\varphi_i$ in $T$. Let $e_\psi = (v_1, \ldots, v_k)$ be the vector such that

$$v_i = \begin{cases} 0 & \text{if } \varphi_i \neq \psi; \\ 1 & \text{otherwise.} \end{cases}$$

We will now define the BVASS that will determine the provability of $\varphi$. Consider the following BVASS $B_\varphi = (Q, Q_\ell, k, A, T_u, T_s)$ such that:

- $Q = FL(\varphi) \cup \{\ast, \emptyset\}$;
- $Q_\ell = \{\ast\}$;
- $A = \{[\psi, \psi^\perp] \mid \{\psi, \psi^\perp\} \subseteq FL(F) \cup \{[T], [1]\}\}$;
- The unary rules are given in the following way as (we present them as transitions over configurations):

1. $(\psi \oplus \psi', [\Gamma]) \xrightarrow{\widehat{0}} (\psi, [\Gamma])$
2. $(\psi \oplus \psi', [\Gamma]) \xrightarrow{\widehat{0}} (\psi', [\Gamma])$
3. $(\psi \otimes \psi', [\Gamma]) \xrightarrow{e_\psi + e_{\psi'}} ([\emptyset, [\Gamma, \psi, \psi'])$
4. $(\mu X. \psi, [\Gamma]) \xrightarrow{\widehat{0}} ([\psi][\mu X. \psi], [\Gamma])$
5. $(\bot, [\Gamma]) \xrightarrow{\widehat{0}} ([\emptyset, [\Gamma])$
6. $(T, [\Gamma]) \xrightarrow{e_\psi} (T, [\Gamma \\setminus \\{\psi\}])$
7. $(T, [\emptyset]) \xrightarrow{\widehat{0}} ([\ast, [\Gamma])$
8. $(1, [\emptyset]) \xrightarrow{e_\psi} ([\ast, [1])$
9. $(S, [\Gamma]) \xrightarrow{e_\psi - e_{\psi'}} ([\psi', [\Gamma \setminus \{\psi'\}, S])$ where $S \in \{\emptyset, \{\psi\}\}$ and $e_\emptyset = \widehat{0}$
10. $(\emptyset, [\Gamma]) \xrightarrow{\widehat{0}} ([\ast, [\Gamma])$
• There is exactly one split rule (as before we present it as a transition over configurations):

$$\frac{\psi \otimes \psi', [\Gamma, \Delta]}{\psi, [\Gamma]} \quad \frac{\psi', [\Delta]}{(\psi', [\Delta')}}$$

Lemma 6.2.6. If $\varphi$ is provable in $\mu\text{MLL}^*_\oplus$ then $(\emptyset, [\varphi])$ is reachable in $B_\varphi$.

Proof. By Theorem 4.5.1, we can assume that we have a cut-free proof. We will induct on the height of the proof. We will choose a stronger hypothesis viz. for any sequent $\Gamma$ made of formulas from $\text{FL}(\varphi)$, if $\Gamma$ is provable in $\mu\text{MLL}^*_\oplus$ then $(\emptyset, [\Gamma])$ is reachable in $B$.

For the base case there are three subcases:

• The proof of the form

$$\frac{}{\vdash \psi, \psi^\bot}$$

In $B$, $(\emptyset, [\psi, \psi^\bot])$ is indeed reachable via a unary rule to $(\ast, [\psi, \psi^\bot]) \in Q \times A$.

• The proof is of the form

$$\frac{}{\vdash \Gamma, \top}$$

We have $(\emptyset, [\Gamma, \top]) \xrightarrow{e} (\top, [\Gamma])$. A (finite) series of unary rules leads us to $(\ast, [\top])$ from where we can reach $(\ast, [\top])$.

• The case for the $(\bot)$ rule is trivial.

For the induction case, we have several subcases:

• Suppose $\Gamma = \Gamma', \psi \oplus \psi'$ and the proof is of the form:

$$\frac{\vdash \Gamma', \psi}{\vdash \Gamma', \psi \oplus \psi'}$$

We have $(\emptyset, [\Gamma', \psi \oplus \psi']) \xrightarrow{-e} (\psi \oplus \psi', [\Gamma']) \xrightarrow{\delta} (\psi, [\Gamma']) \xrightarrow{e} (\emptyset, [\Gamma', \psi]).$ We can now apply the induction hypothesis. This goes exactly similarly for the rules $(\oplus_2)$ and $(\mu)$.

• Suppose $\Gamma = \Gamma', \psi \otimes \psi'$ and the proof is of the form:

$$\frac{\vdash \Gamma', \psi}{\vdash \Gamma', \psi \otimes \psi'}$$

We have $(\emptyset, [\Gamma', \psi \otimes \psi']) \xrightarrow{-e} (\psi \otimes \psi', [\Gamma']) \xrightarrow{e} (\emptyset, [\Gamma', \psi, \psi']).$ We can now apply the induction hypothesis. This idea works for the $(\bot)$ rule as well.

• Suppose $\Gamma = \Gamma', \psi \otimes \psi'$ and the proof is of the form:

$$\frac{\vdash \Delta, \psi}{\vdash \Gamma', \psi \otimes \psi'}$$

We have, $(\emptyset, [\Gamma', \psi \otimes \psi']) \xrightarrow{c_\psi \otimes c_{\psi'}} (\emptyset, [\Delta', \psi] (\emptyset, [\Delta', \psi']))$.
We can now apply the induction hypothesis.

**Lemma 6.2.7.** Let \( \psi, \psi' \) be formulas such that \( \psi \neq \top \). Let \( S \in \{ \emptyset, \{ \psi \} \} \) and \( S' \in \{ \emptyset, \{ \psi' \} \} \). If in a run of \( B_\varphi \), there is a path from \( (S, [\Gamma]) \) to \( (S', [\Gamma']) \) then the following is derivable in \( \mu \text{MLL}_\oplus^* \).

\[
\vdash S', \Gamma' \\
\vdash S, \Gamma
\]

**Proof.** We will prove by induction on the length of the path from \( (S, [\Gamma]) \) to \( (S', [\Gamma']) \). The base case is trivial as \( \Gamma' = \Gamma \) and \( S = S' \). For the induction case, there are two subcases.

- If \( S = \psi \circ \psi', S = \mu x. \psi, S = \bot \) then we apply the corresponding rule and then the induction hypothesis.
- Since we assume that \( S' \neq * \), therefore \( S \) cannot be \( 1 \). If \( S = \emptyset \), we cannot have \( (\emptyset, [\Gamma]) \rightarrow (*, [\Gamma']) \) for the same reason. Now the only rule left to examine is \( (\psi, [\Gamma']) \rightarrow (\psi', [\Gamma \setminus \{ \psi' \}, \psi]) \). Note that as sequents these are identical, hence we are done.

**Lemma 6.2.8.** If \( (\emptyset, [\varphi]) \) is reachable in \( B \) then \( \varphi \) is provable in \( \mu \text{MLL}_\oplus^* \).

**Proof.** There is a run in normal form starting from \( (\emptyset, [\varphi]) \). We use Lemma 6.2.7, to obtain a maximal derivation of \( \varphi \). The process ends at a configuration of the form \((\top, [\Gamma]), (1, [\emptyset]), \) or \((\emptyset, [\Gamma])\). Consequently, the leaves of the derivation are of the form \((\top, [\Gamma]), (1, [\Gamma])\). In the first and second case, conclude by applying the \((\top)\) and \((1)\) rule respectively. In the final case, note that if the next configuration in the run-tree \((\psi', [\Gamma \setminus \{ \psi' \}, \psi])\) then the derivation is not maximal. Thus the next rule is \((*, [\Gamma])\). Since this is a leaf of the run-tree, it is necessarily a final configuration of the form \((*, [\psi, \psi'])\). We conclude by applying an \((id)\) rule.

From Lemma 6.2.6 and Lemma 6.2.8, we conclude:

**Theorem 6.2.3.** \( \mu \text{MLL}_\oplus^* \) provability reduces to \( BVASS \) reachability.

Finally, from Theorem 6.2.2 and Theorem 6.2.3, we have:

**Theorem 6.2.4.** \( \mu \text{MLL}_\oplus^* \) provability is equivalent to \( BVASS \) reachability.

**Corollary 6.2.4.1.** \( \mu \text{MLL}_\oplus^* \) provability is equivalent to \( MELL \) provability. Furthermore, \( \mu \text{MLL}_\oplus^* \) is at least Ackermann-hard.
6.3 The complexity of $\mu$MALL$^\infty$

In this section, we will show that $\mu$MALL$^\infty$ provability reduces from the non-halting of Minsky machines. Our reduction is inspired by the one in [Kuz20] for infinitary commutative action logic.

Action logic is the equational theory of non-commutative intuitionistic logic with a unary operator $*$ called the Kleene star. Action logic without left and right linear implication (called *residuals* in the community of algebraic logic) is called the Kleene algebra. An action lattice $A$ is said to be $*$-continuous, if for any $a \in A$, we have $a^* = \sup\{a^n \mid n \in \omega\}$ where $a^0 = 1$ and $a^n = a \otimes \cdots \otimes a$ for $n > 0$. Consequently, we have the following rules for the Kleene star:

\[
\Gamma, 1 \vdash \psi \quad \Gamma, \varphi \otimes \psi \vdash \psi \quad \Gamma, \varphi^* \vdash \psi \quad \Gamma_1 \vdash \varphi \quad \ldots \quad \Gamma_n \vdash \varphi \quad \ast_{(\varphi)} \quad \Gamma_1, \ldots, \Gamma_n \vdash \varphi^* \quad (\ast_{(\varphi)}^*)
\]

Kuznetsov [Kuz20] reduces to the non-halting of Minsky machines to provability in infinitary commutative action logic. Note that, we can encode of the Kleene star as $\mu x. (1 \oplus (\varphi \otimes x))$ and then these rules exactly correspond the fixed point rules on this formula in the $\mu$MALL$^\infty$. However, there are a couple of issues with directly importing Kuznetsov’s result even for $\mu$-MALL$^+$. Action logic is intuitionistic, requiring an extension of the conservativity of linear logic over intuitionistic linear logic [Sch91] to $\mu$-MALL. Strictly speaking, this is not possible since 0 is itself encodable as a fixed point via $\mu x. x$, and it is not obvious what language such a conservativity result might hold over.

An extra issue in the case of $\mu$MALL$^\infty$ is the inference rule for the Kleene star is $\omega$-branching. Therefore, one would also need to establish translations from the omega-branching $\mu$MALL (say, $\mu$-MALL for example) to $\mu$MALL$^\infty$ (and vice versa) which seem to be quite non-trivial and require yet further intermediary systems. Therefore, we provide a direct reduction.

6.3.1 The hardness result

Fix a Minsky machine $M = (Q, r_1, r_2, I)$. We construe $\{a, b, z_a, z_b\} \cup Q$ as a set of propositional variables (assuming $\{a, b, z_a, z_b\} \cap Q = \emptyset$). We use $a$ and $z_a$ (respectively $b$ and $z_b$) to represent the contents of the register $r_1$ (respectively $r_2$). We encode instructions (with any extra 0-ary instruction zero-check) as follows:

\[
\begin{align*}
[\text{INC}(p, r_1, q)] & \triangleq ps(q^\uparrow \otimes a^\uparrow) \\
[\text{JZDEC}(p, r_1, q_0, q)] & \triangleq (ps(q_0^\uparrow \otimes z_a^\uparrow)) \& ((psa) \& q_0^\uparrow) \\
[\text{zero-check}] & \triangleq (z_a \otimes z_b^\uparrow) \& (z_b \otimes z_a^\uparrow)
\end{align*}
\]

For any formula $\varphi$, define $\varphi^* = \mu x. (1 \oplus (\varphi \otimes x))$ and $\varphi^\omega = \nu x. (\perp \& (F\&x))$. Observe that $(\varphi^\uparrow)^\omega = (\varphi^\uparrow)^\omega$.

**Proposition 6.3.1.** For any formula $\varphi$ and any $n \in \mathbb{N}$, $\vdash \varphi^n, (\varphi^\uparrow)^* \ast$ is provable in $\mu$MALL$^\infty$.

**Proof.** We proceed by induction on $n$. We call $\pi^n_\varphi$ the proof of $\vdash \varphi^n, (\varphi^\uparrow)^*$. 

**Base Case.** $n = 0$. We have

\[
\begin{array}{c}
1 \\
\hline
1 \oplus (\varphi^\uparrow \otimes (\varphi^\uparrow)^*) \quad (\oplus_1) \\
(\varphi^\uparrow)^* \quad (\mu)
\end{array}
\]

**Induction Case.** $n = m + 1$. We have

\[
\begin{array}{c}
\text{IH} = \pi^m_\varphi \\
\hline
\varphi, \varphi^\uparrow \quad (\text{id}) \\
\varphi^m, (\varphi^\uparrow)^* \quad (\oplus) \\
\varphi^{m+1}, (\varphi^\uparrow)^* \quad (\mu), (\oplus_2)
\end{array}
\]

\[\square\]
Finally, we encode the invariant to be maintained by
\[
\text{Inv} \triangleq ((a^+)^* \otimes (b^+)^* \otimes \text{CH}_Q) \oplus ((b^+)^* \otimes z_a) \oplus ((a^+)^* \otimes z_b).
\]

It checks one of the three following conditions: (i) the control is at a valid configuration (ii) \(r_1\) is zero (iii) \(r_2\) is zero. Note that \([q] = q\) where the left-hand side is the state \(q\) and the right-hand side is the propositional variable \(q\).

**Lemma 6.3.1.** For all \(m, n \in \mathbb{N}\), \(\vdash z_a, CH_I^m, b^n, \text{Inv}\) and \(\vdash z_b, CH_I^n, a^m, \text{Inv}\) are provable in \(\mu\text{MALL}^\infty\).

**Proof.** We will show that \(\vdash z_a, CH_I^m, b^n, \text{Inv}\) is provable for any \(m, n\) by induction on \(m\). A symmetric proof will work for \(\vdash z_b, CH_I^n, a^m, \text{Inv}\).

**Base Case.** \(m = 0\). We have

\[
\begin{array}{c}
\pi^n_b \\
\vdash b^n, (b^+)^* \\
\vdash z_a, z_a^+ (\text{id}) \\
\vdash z_a, b^n, (b^+)^* \otimes z_a^+ (\otimes) \\
\vdash z_a, b^n, \text{Inv} (\oplus) \\
\end{array}
\]

**Induction Case.** \(m = k + 1\). We have

\[
\begin{array}{c}
\vdash z_a, z_a^+ (\text{id}) \\
\vdash z_a, CH_I^k, b^n, \text{Inv} (\otimes) \\
\vdash z_a, CH_I^{k+1}, b^n, \text{Inv} (\oplus) \\
\end{array}
\]

**Lemma 6.3.2.** If \(M\) performs \(k\) steps from \(⟨p, m, n⟩\), then \(\vdash CH_I^k, p, a^m, b^n, \text{Inv}\) is derivable in \(\mu\text{MALL}^\infty\).

**Proof.** We will proceed by induction on \(k\). The base case is \(k = 0\) i.e. \(M\) is at \(⟨p, m, n⟩\). We have that

\[
\begin{array}{c}
\pi^m_a \\
\vdash a^m, (a^+)^* \\
\vdash p, (a^+)^* (\text{id}) \\
\vdash p, a^m, b^n, (a^+)^* \otimes (b^+)^* \otimes \text{CH}_Q (\otimes) \\
\vdash p, a^m, b^n, \text{Inv} (\oplus) \\
\end{array}
\]

For the induction case, assume \(k = \ell + 1\). We will examine the first step of the execution. We have three sub-cases: incrementation, decrementation of a non-zero register, and decrementation of a zero-valued register.

**Case 1.** The first step is \(\text{INC}(p, r_1, q)\) (\(\text{INC}(p, r_1, q)\) is similar). We have

\[
\begin{array}{c}
\vdash p^+, p (\text{id}) \\
\vdash CH_I^\ell, q, a^{m+1}, b^n, \text{Inv} (\ominus) \\
\vdash q \otimes a, CH_I^\ell, a^m, b^n, \text{Inv} (\otimes) \\
\vdash CH_{\ell+1}, p, a^m, b^n, \text{Inv} (\oplus) \\
\end{array}
\]

where the \(|I|\)-ary \(\otimes\) chooses the instruction \(\text{INC}(p, r_1, q)\).
Case 2. The first step is JZDEC \((p, r_1, q_0, q_1)\) and \(m = 0\) (a first step JZDEC \((p, r_2, q_0, q_1)\) with \(n = 0\) is similar). We have:

\[
\frac{
\vdash p\ell, p \quad \text{id}
}{
\vdash \varphi, (q_0 \& z_0), \text{CH}_f^{\ell}, p, b^n, \text{Inv} \quad \text{(\&)}
}
\]

\[
\frac{
\vdash q_0, \text{CH}_f^{\ell}, b^n, \text{Inv} \quad \text{zero-check, CH}_{f-1}^{\ell}, b^n, \text{Inv} \quad \text{(\oplus)}
}{
\vdash z_a, \text{CH}_f^{\ell}, b^n, \text{Inv} \quad \text{(\R)}
}
\]

where we select the appropriate instruction by applying the corresponding \(\oplus\) inference, as in Case 1 and where the \(\vdash\) part repeats the pattern decreasing the number of \(\text{CH}_f\) formulas in the sequent.

Case 3. The first step is JZDEC \((p, r_1, q_0, q_1)\) and \(m \neq 0\) (a first step JZDEC \((p, r_2, q_0, q_1)\) with \(n \neq 0\) is similar). We have:

\[
\frac{
\vdash p\ell, p \quad \text{id}
}{
\vdash a^+, a \quad \text{id}
}
\]

\[
\frac{
\vdash a^+, a \quad \text{id}
}{
\vdash q_1, \text{CH}_f^{\ell}, a^{m-1}, b^n, \text{Inv} \quad \text{Inv}
}
\]

\[
\frac{
\vdash (p\ell \& a^+) \& q_1, \text{CH}_f^{\ell}, p, a^m, b^n, \text{Inv} \quad \text{\&}
}{
\vdash [\text{JZDEC}(p, r_1, q_0, q_1)]^{\ell}, \text{CH}_f^{\ell}, p, a^m, b^n, \text{Inv} \quad \text{(\oplus)}
}
\]

\[
\vdash \text{CH}_f^{\ell+1}, p, a^m, b^n, \text{Inv}
\]

where we select the appropriate instruction by applying the corresponding \(\oplus\) inference. □

We appeal to the focussing property of \(\mu\text{MALL}^\infty\) to prove the opposite direction. Therefore, for the rest of this subsection we assign atomic polarities as follows: \(a, b\) and \(q\) are negative for any state \(q \in Q\), \(z_a, z_b\) are positive.

Lemma 6.3.3. In any focused proof of \(\vdash \text{CH}_f^{k}, p, a^m, b^n, \text{Inv}\) where \(k \neq 0\), the positive formula \(\text{Inv}\) is not the focus.

Proof. Suppose \(\text{Inv}\) is the focus, aiming at a contradiction. We have three cases depending on the rule applied on \(\text{Inv}\).

Case 1. The first rule is \((\oplus_1)\) with principal formula \(\text{Inv}\). Then, the auxiliary formula is \((a^+)^* \& \text{CH}_Q\). Since the outermost connective is positive, we must immediately apply the ternary tensor rule which has three premisses of the form \(\vdash \varphi, (a^+)^*, (b^+)^*, \text{CH}_Q\) respectively. Consider the first premiss. We are still in the positive phase with \((a^+)^*\) as focus. The next rules are \((\mu)\) and \((\oplus)\) rule respectively. If \(\Gamma\) is non-empty one cannot choose 1 hence the next rule is a \(\&\). Therefore we again have premisses of the form \(\vdash a^+, \text{CH}_Q\) respectively. If \(a^+\) is still under focus but we cannot continue like that ad infinitum since that would be an infinite branch without any progressing threads. Hence, at some point 1 is chosen. Therefore we conclude \(\Gamma = \{a^m\}\) where \(m' \leq m\). Similarly, \(\Delta = \{b^n\}\) where \(n' \leq n\). Therefore \(\Xi = \text{CH}_f^{\ell}, p, a^{m-m'}, b^n-b^{n'}\). Now consider the last premiss \(\vdash \Xi, \text{CH}_Q\) (with focus \(\text{CH}_Q\)). We are forced to choose \(q^+\) for some \(q \in Q\) which shall be conclusion of an (id) rule and \(\Xi\) must be \(\{q\}\). This is only possible if \(p\) is chosen, \(m = m'\), \(n = n'\) and \(k = 0\). But we assumed \(k \neq 0\). Contradiction!

Case 2. The first rule is \((\oplus_2)\) with principal formula \(\text{Inv}\). Then, the auxiliary formula is \((b^+)^* \& z_a\). Since the outermost connective is positive, we must immediately apply the tensor rule. One of the premisses is of the form \(\vdash \Delta, z_a\) with \(z_a\) as focus and we cannot apply any inference rule. This is because \(\Delta\) cannot be \(z_a^+\) so the identity rule is ruled out and \(z_a\) is a positive atom. The reasoning is symmetric if the first rule is \((\oplus_3)\).

Lemma 6.3.4. If \(\vdash \text{CH}_f^{\ell}, p, a^m, b^n, \text{Inv}\) is derivable in \(\mu\text{MALL}^\infty\), then \(M\) performs \(k\) steps starting from \(\langle p, m, n \rangle\). □
Proof. By Theorem 4.4.1 and Theorem 4.5.2 there is a cut-free and focussed proof of $\vdash CH_f, p, a^m, b^n, \text{Inv}$. We will induct on the height of this proof. The base case is vacuous. For the induction case, from Lemma 6.3.3, we get that $CH_f$ is the focus. Recall that $CH_f$ is a $n$-ary $\oplus$ for some $n$ that "chooses" the encoding of an instruction and zero-check. Suppose zero-check is chosen. Since it is a positive formula, it will be the principal formula again. Wlog assume $z_a \circ z_a$ is chosen, which being a positive formula will be the focus. The tensor rule has a premiss of the form $\vdash \Delta, z_a$ and $z_a$ being positive, the only applicable rule is (id). This is impossible. So zero-check cannot be chosen and some other instruction is chosen. Observe that if it is an incrementation, a focussed proof will follow exactly like the proof fragment exhibited while proving Lemma 6.3.2. If a decrementation is chosen, we need to make sure that the control goes to the appropriate state depending on whether the register in question is zero or not. Observe that an erroneous choice is doomed to fail. We have two cases:

Case 1. Suppose we have $\vdash (p^l \otimes a^+ \otimes q, CH_f, b^n, \text{Inv})$. Here $(p^l \otimes a^+) \otimes q$ is the focus since in the earlier step $[JZDEC(p,r_1,q_0,q_1)]^+$ was necessarily the focus for some state $q_0$. Therefore we have sequent of the form $\vdash \Delta, a^+$ where $a^+$ is the focus and $\Delta$ cannot be $\{a\}$.

Case 2. Suppose we have $\vdash p^l \otimes (q_0 \& z_a), CH_f, p, a^m, b^n, \text{Inv}$. As before $p^l \otimes (q_0 \& z_a)$ is the focus and we have the sequent $CH_f, z_a, a^m, b^n, \text{Inv}$. Using the exact same argument as in Lemma 6.3.3, we have that $\text{Inv}$ cannot be the focus. If an instruction (other than zero-check) is chosen which has the state $t$ as the current state then a focused proof leads us to a sequent of the form $\vdash \Delta, t^+$ with $t$ as focus and $\Delta \neq \{t^+\}$. Therefore only zero-check can be chosen and we end up in the sequent $\vdash z_a, a^m, b^n, \text{Inv}$. It is clear that this does not have a proof.

Therefore after choosing a decrementation one cannot be led astray into the wrong state. Hence the proof follow exactly as in Lemma 6.3.2 and we will end up in a subproof of the shape $\vdash CH_f, q, a^m, b^n, \text{Inv}$ for some state $q$ and some natural number $m', n'$. We can then apply the induction hypothesis and get the desired result. \hfill \square

From Lemma 6.3.2 and Lemma 6.3.4, we have the following:

Theorem 6.3.1. $M$ performs $n$ steps starting from $(q_s, 0, 0)$ iff $\vdash CH_f, q_s, \text{Inv}$ is derivable in $\mu\text{MALL}^\infty$.

Theorem 6.3.2. A Minsky machine $M$ has an infinite run from the state $q_s$ iff $CH_f, q_s, \text{Inv}$ is derivable in $\mu\text{MALL}^\infty$.

Proof. For the only if part we assume that $M$ loops. So, $M$ runs for $n$ steps for all $n \in \mathbb{N}$. Therefore, by Theorem 6.3.1, we have that $\Gamma_n = CH_f, q_s, \text{Inv}$ is derivable for all $n \in \mathbb{N}$. Let us call $\pi_n$ a proof of $\Gamma_n$, for $n \in \mathbb{N}$. We have

\[
\begin{align*}
\pi_0 \\
\vdash q_s, \text{Inv} \\
\vdash, q_s, \text{Inv}(\perp) \\
\vdash CH_f, q_s, \text{Inv}(\perp) \\
\vdash CH_f, CH_f, q_s, \text{Inv}(\perp), (\nu), (\&)
\end{align*}
\]

\[
\begin{align*}
\vdash CH_f, q_s, \text{Inv} \\
\vdash CH_f, CH_f, q_s, \text{Inv}(\perp), (\nu), (\&)
\end{align*}
\]

Observe that this pre-proof is indeed a proof as the right-most non-wellfounded branch is validated by a thread on $CH_f$. For the if direction assume that we have a proof $\pi$ of $\vdash CH_f, q_s, \text{Inv}$.

Observe that for all $n \in \mathbb{N}$ we have a proof of $CH_f, q_s, \text{Inv}$:

\[
\begin{align*}
\pi_{CH_f} \\
\vdash CH_f, (CH_f)^* \\
\vdash CH_f, q_s, \text{Inv}(\text{cut})
\end{align*}
\]

By Theorem 6.3.1, $M$ runs at least $n$ steps for all $n \in \mathbb{N}$. We collect all these runs and get a finitely branching infinite tree rooted at $(q_s, 0, 0)$. König’s lemma ensures that there is an infinite run of $M$ from $q_s$. \hfill \square

As a direct consequence of Theorem 6.3.2 and Theorem 6.1.1 we have the following:
Corollary 6.3.2.1. \( \mu \text{MALL}^\infty \) provability is \( \Pi^0_1 \)-hard.

Corollary 6.3.2.2. \( \mu \text{MALL}^\infty \) provability is \( (\Sigma^0_1 \cup \Pi^0_1) \)-hard.

**Proof.** Since \( \mu \text{MALL}^\ast \subseteq \mu \text{MALL}^\infty \), the \( \Sigma^0_1 \)-hardness of Corollary 6.2.1.1 is inherited. From Corollary 6.3.2.1, \( \mu \text{MALL}^\infty \) is \( \Pi^0_1 \)-hard. Therefore, it is \( (\Sigma^0_1 \cup \Pi^0_1) \)-hard. \( \square \)

### 6.3.2 Towards a tight upper bound

There is a trivial upper bound for \( \mu \text{MALL}^\infty \) in the analytical hierarchy. Provability can be trivially encoded as

\[
\exists \ \text{pre-proof} \pi. \forall \ \text{branches} \beta \in \pi. \exists \ \text{thread} t \in \beta. t \text{ is progressing}
\]

Checking the progress condition is arithmetical. Therefore \( \mu \text{MALL}^\infty \) provability is in \( \Sigma^1_3 \). This leaves a chasm between the \( (\Sigma^0_1 \cup \Pi^0_1) \) lower bound and the \( \Sigma^1_3 \) upper bound. We conjecture that both of these can be improved.

**Open Question**

\( \mu \text{MALL}^\infty \) provability is \( \Pi^1_1 \)-complete.

We will sketch a few ideas in both directions. For the lower bound, we note that it is not surprising that \( \Sigma^0_1 \) and \( \Pi^0_1 \) bounds are not tight. The reduction for the \( \Sigma^0_1 \) bound uses only \( \nu \)-free formulas while the \( \Sigma^0_1 \) uses alternation-free formulas. The full expressiveness of \( \mu \text{MALL}^\infty \) is possibly captured only with formulas with alternations of fixed point operators. On a related note, the universal Horn theory of \( * \)-continuous Kleene algebras is \( \Pi^1_1 \)-complete [Koz02].

**Theorem 6.3.3 ([AH89]).** Given a Minsky machine \( \mathcal{M} \) and an initial state \( q_s \), checking whether there exists an infinite run from \( q_s \) such that \( q_s \) occurs infinitely often is \( \Sigma^1_3 \)-complete.

Consequently, checking whether there does not exist an infinite run satisfying such a Büchi condition is \( \Pi^1_1 \)-complete. We envision a formula of the form \( \mu x. \nu y. f(x, y) \) such that:

- The \( \mu \) unfolding corresponds to the fact \( q_s \) is visited.
- One \( \nu \) unfolding corresponds to one step in the configuration graph.
- A finite proof would correspond to a finite run of \( \mathcal{M} \).
- The only infinite progressing derivations would unfold \( \mu \) finitely many times, thereby ensuring that all infinite runs of \( \mathcal{M} \) visit \( q_s \) at most finitely many times.

For the upper bound, similar to ideas in Section 5.4, we conjecture that there is some wellfounded infinitely branching system provably equivalent to \( \mu \text{MALL}^\infty \). Such systems are in \( \Pi^1_1 \). We end this section by showing the following.

**Theorem 6.3.4.** The set of \( \mu \omega \text{MALL}^+ \) provable sentences are in \( \Pi^1_1 \).

**Proof.** Consider a function \( f : \mu \omega \text{MALL} \to \mu \omega \text{MALL} \) that takes a \( \mu \omega \text{MALL} \) formula and replaces every occurrence of \( \nu \) by \( \nu^n \) for some \( n \). Now quantifying over \( f \) is morally a quantification over a function from \( \mathbb{N} \) to \( \mathbb{N} \) (courtesy some Gödel encoding of \( \mu \omega \text{MALL} \) formulas). Now, a \( \mu \omega \text{MALL} \) formula \( \varphi \) is provable iff for all \( f, f(\varphi) \) is provable. Any proof of \( f(\varphi) \) is finitely branching and wellfounded; hence proof-search is arithmetical. Therefore \( \mu \omega \text{MALL} \) proof-search is in \( \Pi^1_1 \). \( \square \)
6.4 The regularisation problem

6.4.1 Regularisation in other logics

We will start with a brief discussion on regularisation in the modal $\mu$-calculus. The non-wellfounded calculus (with the unfolding rules for the fixed points) admits cuts whence the induced (cut-free) calculus enjoys the subformula property (with respect to Fischer-Ladner subformulas) meaning that only finitely many distinct sequents may occur in a proof.\footnote{More precisely, the number of formulas in FL($\Gamma$) is linear in the size of $\Gamma$ and subsequently there are at most $2^{O(|\Gamma|)}$ such sequents.} As a result, once a particular sequent to be proved is fixed, the progress condition becomes an $\omega$-regular property on infinite branches. This allows us to reduce regular completeness of the system to non-wellfounded completeness of the system, thanks to Rabin’s basis theorem [Rab72]. This idea is implicit in Niwinski and Walukiewicz’s seminal work [NW96].

They introduced a notion of validity game for the $\mu$-calculus, whose Opponent strategies may be identified with countermodels, and whose Prover strategies may be identified with certain ‘non-wellfounded’ derivations in a simple cut-free sequent calculus. The determinacy of these games immediately yields completeness of the induced class of non-wellfounded derivations. Furthermore, upon careful inspection of the winning condition, one can deduce that these games are determined by strategies of uniformly bounded finite memory, which in turn yields regular completeness of $\mu$-calculus.

This reduction is, a priori, non-constructive: it asserts the existence of a regular proof but does not tell us how to construct one from a given non-wellfounded one. However, it is possible to define a constructive procedure that ‘cuts’ branches of an infinite proof tree to transform it into a regular one, using automata-theoretic techniques. In this subsection, we will sketch this idea.

Let $\text{Seq}$ be the set of $\mu$-calculus sequents (construed as sets of formulas). The correctness condition can be construed as an infinite word language $\Theta \subseteq \text{Seq}^\omega$. Furthermore, we define a graph $P = (\text{Seq}, E)$ such that $(\Gamma, \Gamma')$ if there is an instance of a $\mu$-calculus inference rule with $\vdash \Gamma$ as conclusion and $\vdash \Gamma'$ one of the premises.

**Theorem 6.4.1.** Given a non-wellfounded proof $\pi$, there is a regular proof $\pi_{\text{reg}}$ of the same conclusion obtained by only cutting branches of $\pi$ and adding back edges to descendants i.e. every infinite branch of $\pi_{\text{reg}}$ has the form $xy^\omega$, where $x$ and $xy$ are finite prefixes of some infinite branch of $\pi$.

**Proof.** We write $\Sigma$ for the set of sequents occurring in $\pi$. We note that $\Sigma$ is finite and that $\Theta_\Sigma := \Theta \cap \Sigma^\omega$ is $\omega$-regular. We also fix a deterministic parity automaton $T_\Sigma$ that recognises $\Theta_\Sigma$. Let us write $P \times T_\Sigma$ for the annotation of $P$ by states of $T_\Sigma$ obtained from running $T_\Sigma$ through the branches of $P$.

Let $B = ((s_i, q_i))$ be an infinite branch of $P \times T_\Sigma$ since $(s_i)$ is accepted by $T_\Sigma$, there must be some even colour $c$ that is the least among the infinitely occurring colours of $(q_i)_i$. By the pigeonhole principle, $B$ must have a prefix $xy$ where $y : (s, q) \rightarrow^+ (s, q)$ such that the least colour in $y$ is even (and $\geq c$). We define $\pi_{\text{reg}}$ by cutting each such infinite branch $B$ at $xy$ and placing a back-edge between the latter and former occurrences of $(s, q)$ in $y$. (More formally, the least such cuttings will form a bar through $P \times T_\Sigma$ that can be recursively obtained by blind search from the root). Note that the only simple loops of $\pi_{\text{reg}}$ are the $y$’s obtained from such cuttings.

For the correctness of $\pi_{\text{reg}}$, note that any infinite branch must visit some simple loops infinitely often. By construction, the least colour occurring infinitely often will be the least of the even colours associated to such simple loops, and so must be even. \qed

6.4.2 Regularisation in $\mu$MALL

It is worth pointing out that the argument we mentioned for regularisation in the $\mu$-calculus in Section 6.4.1 can in fact be adapted to certain fragments of $\mu$MALL, in particular the additive fragment. Writing $\mu$MALL$^\infty$ and $\mu$MALL$^\omega$ for the restriction of $\mu$MALL$^\infty$ and $\mu$MALL$^\omega$, respectively, to only additive connectives, we have:

**Theorem 6.4.2.** If $\vdash \Gamma$ is provable in $\mu$MALL$^\infty$, then it is also (cut-free) provable in $\mu$MALL$^\omega$.\footnote{More precisely, the number of formulas in FL($\Gamma$) is linear in the size of $\Gamma$ and subsequently there are at most $2^{O(|\Gamma|)}$ such sequents.}
Proposition 6.4.1. \( P \) be the set of theorems of \( \mu \text{ALL} \). Let \( \Gamma \) have a cut-free \( \mu \text{ALL} \) proof \( \pi \). Note that each (non-cut) rule of \( \mu \text{ALL} \) preserves, bottom-up, the number of formulas in a sequent. Since there are only finitely many formulas that can occur, \( \pi \) contains at most finitely many distinct sequents. The rest of the proof follows exactly as the proof of Theorem 6.4.1.

Note that this also implies the decidability of \( \mu \text{ALL} \) since, after guessing a (exponential-size) pre-proof of \( \Gamma \), checking that it is a proof is decidable (in space polynomial in the size of the proof).

**Corollary 6.4.2.1.** \( \mu \text{ALL} \) (equivalently \( \mu \text{ALL}^\circ \)) is decidable in \( \text{EXSPACE} \).

We stop short of attempting to optimise this result since, in particular, it seems sensitive to the precise presentation of \( \mu \text{ALL} \). Often \( \mu \text{ALL} \) is presented with exactly two formulas in a sequent, e.g. [San02, FS13], and this invariant is maintained by the rules of \( \mu \text{ALL} \). In such a presentation, there are only quadratically many distinct sequents in a \( \mu \text{ALL} \) proof.

However, the regular and non-wellfounded calculi of \( \mu \text{ALL} \) are different, in general. This follows immediately from the complexity results obtained in the previous sections.

**Theorem 6.4.3.** There are theorems of \( \mu \text{MALL} \) that are not provable in \( \mu \text{MALL}^\circ \).

**Proof.** By Corollary 6.2.1.2, \( \mu \text{MALL}^\circ \) is \( \Sigma_1^0 \)-complete and by Corollary 6.3.2.2, \( \mu \text{MALL} \) is \( \Sigma_1^0 \cup \Pi_1^0 \)-hard. Since \( \Sigma_1^0 \subseteq \Pi_1^0 \) and \( \mu \text{MALL} \subseteq \mu \text{MALL} \), we conclude that actually \( \mu \text{MALL}^\circ \subseteq \mu \text{MALL} \).

Observe that this proof is apparently non-constructive in the sense that we do not explicitly exhibit a sequent in \( \mu \text{MALL} \setminus \mu \text{MALL}^\circ \). Furthermore, note that we could have made our conclusion already from the \( \Pi_1^0 \)-hardness of \( \mu \text{MALL} \) (not requiring the \( \Sigma_1^0 \cup \Pi_1^0 \)-hardness). While it is clear that not all sequents of the form \( \vdash \chi_{I^2}, q, \text{lnw} \) from Section 6.3 can be derivable in \( \mu \text{MALL}^\circ \), it is not clear which particular Minsky machine \( \mathcal{M} \) to choose to witness this undecidability. In fact, the argument can indeed be constructivised using established recursion-theoretic techniques, namely the notion of productive function [Soa14].

**Definition 6.4.1.** Let \( \bullet \) be the the Gödel encoding of recursively enumerable sets. Let \( W_x \) be the set \( S \) such that \( \Xi_S = x \). A set \( P \) is called productive if there exists a computable partial function \( f \) such that if \( W_x \subseteq P \), then \( f(x) \) is defined and is an element of \( P \setminus W_x \). The function \( f \) is called a productive function.

**Proposition 6.4.1.** The set \( \Xi = \{ x \mid x \not\in W_x \} \) is productive with respect to the trivial productive function \( id(x) = x \).

**Proof.** Suppose \( W_x \subseteq \Xi \). Then, we need to show that \( x \not\in \Xi \setminus W_x \). Suppose \( x \in W_x \) then \( x \in \Xi \). But since \( W_x \subseteq \Xi \), \( x \in \Xi \). So, \( x \not\in W_x \). Then, \( x \not\in \Xi \) by definition. Therefore, \( x \not\in \Xi \setminus W_x \).

**Theorem 6.4.4.** If \( P \) is productive and it is many-one reducible to \( P' \), then \( P' \) is also productive.

**Proposition 6.4.2.** \( \Xi \) is a \( \Pi_1^0 \)-complete set.

**Proof.** Note that \( K = \{ x \mid x \in W_x \} = \{ x \mid \text{TM}_x \text{halts on } x \} \) is the complement of \( \Xi \). Membership in \( K \) is in \( \Sigma_1^0 \) since \( W_x \) is a recursively enumerable set for all \( x \). We will show that \( K \) is not recursive. Define

\[
f(x) = \begin{cases} 
\text{TM}_x(x) + 1 & \text{if } x \in K; \\
0 & \text{otherwise.}
\end{cases}
\]

Note that if \( K \) is recursive then \( f \) is recursive. Suppose \( f = \text{TM}_y \) for some \( y \) and \( f \) is recursive. If \( y \not\in K \) then by definition of \( K \), \( \text{TM}_y \) does not halt on \( y \). Then \( f \) cannot be recursive. If \( y \in K \), then \( f(y) = \text{TM}_y(y) + 1 \). Then, \( f \not= \text{TM}_y \). Therefore, \( f \) is not recursive.

Therefore, \( K \) is \( \Sigma_1^0 \)-complete and consequently, \( \Xi \) is \( \Pi_1^0 \)-complete.
In this chapter, we showed that \( \mu \text{MALL}^* \) is \( \Sigma^0_1 \)-complete which straightforwardly implied that so are \( \mu \text{MALL}^{\text{ind}} \) and \( \mu \text{MALL}^{\text{clos}} \). On the other hand, we showed that \( \mu \text{MALL}^{\infty} \) is \((\Sigma^0_1 \cup \Pi^0_1)\)-hard and consequently proves strictly more theorems than \( \mu \text{MALL}^{\text{clos}} \). As we conclude this part, we note that the study of \( \mu \text{MALL} \) systems is an interesting and complicated topic that can benefit techniques from automata theory related topics such as Petri nets and action lattices. Interestingly, wellfounded infinitely branching systems have appeared quite naturally in both chapters and seem to be a handle on grasping the non-wellfounded calculus. In the next part, we will move to a more intentional understanding of \( \mu \text{MALL} \): the provability would not matter as much as the proofs themselves.
Part II

Infinets: the parallel syntax
Chapter 7

Proof-nets for systems of $\mu$MLL

(A new hope)

The goal of this part is to develop a proof-net formalism (i.e. a parallel syntax) for the non-wellfounded calculus of $\mu$MALL. Since proof-nets for additives and units are cumbersome, we will concentrate on the multiplicative fragment without units. We incrementally develop the theory of non-wellfounded proofs (a.k.a. infinets). In this first chapter, we first recall MLL proof-nets via an algebraic presentation due to Curien [Cur05], in Section 7.1. In non-wellfounded proof-nets, one needs to connect nodes by infinitely long paths. To formalise such concepts in infinitary graph theory, heavy topological machinery is necessary. We sacrifice the visual clarity of graphs to consider non-wellfounded proof-nets (or infinets) in the algebraic presentation. The development of infinets will be as follows.

In Section 7.2, we straightforwardly enhance this presentation to develop proof-nets for the finitary fragment of $\mu$MLL$^\infty$ (viz. $\mu$MLL$^*$). We briefly revert back to the graphical presentation of proof-nets in Section 7.3 to discuss proof-nets for $\mu$MLL$^{\text{ind}}$ and $\mu$MLL$^{\Box}$. In Section 7.4, we semi-formally discuss the several pitfalls of adapting proof-nets to the non-wellfounded setting and the various constructs appearing forthcoming chapter.
7.1 MLL proof-nets: a closer look

In this section, we will discuss an alternate algebraic presentation of proof-nets due to Curien [Cur06]. In the context of MLL, it is a trivial reformulation of usual the graphical presentation.

Firstly, we will need to use the presentation of linear logic sequents as sets of formula occurrences. We begin by recalling that the syntax tree of an occurrence \( F \) induces a prefix closed language, \( L_F \subset \{ l, r \}^* \) such that there is a natural bijection between the words in \( L \) and the set of all simple paths starting from the root of the syntax tree.

We remind the readers that for a regular language \( L \), \( L \) denotes its prefix-closure (cf. Chapter 2) and that negation is an involution over addresses such that \( l \bot = r \), \( r \bot = l \) and \( i \bot = i \) (cf. Section 3.1).

Definition 7.1.1. A partial syntax tree, \( F^U \), is a subtree of the syntax tree of the formula occurrence, \( F \), such that \( U \subseteq L_F \) and \( U \) represents a bar of the syntax tree of \( F \) i.e. any \( u, u' \in U \) are pairwise disjoint\(^1\) and for each \( uv \in U \), there is a \( u' \) such that \( uu' \in U \). For \( u \in U \), we denote by \( \langle F, u \rangle \) the unique suboccurrence of \( F \) with the address \( \text{addr}(F, u) \).

Example 7.1.1. Let \( F = (a \otimes a) \otimes a^\bot \alpha \) be a formula occurrence. Then \( L_F = \alpha. \{ \varepsilon, l, r, ll, lr, rl, rr \} \). The language \( U = \alpha. \{ lr, rl, rr \} \) is not a partial syntax tree but \( U = \alpha. \{ l, rl, rr \} \) is.

We illustrate a schematic partial syntax tree in Figure 7.1a. MLL proof-nets without cuts can be seen as a forest of partial syntax trees of the occurrences in the conclusion sequent and axiom links between their leaves (cf. Figure 7.1b). To incorporate cuts we need to add the partial syntax tree of the cut occurrences (along with the axioms links involving their leaves) and links between dual cut occurrences.

Definition 7.1.2. An MLL proof-structure is a 3-tuple \( (\{ F^U_i \}_{i \in \lambda}, \mathcal{R}, \Theta) \) where:

- \( \lambda \in \omega \).
- for all \( i \in \lambda \), \( F^U_i \) is a partial syntax tree; \( \{ F_i \}_{i \in \lambda} \) is called the set of doors.
- \( \mathcal{R} \) is the set of cuts i.e. a (possibly empty) set of disjoint subsets of \( \{ F_i \}_{i \in \lambda} \) of the form \( \{ C, C^\bot \} \); and,
- \( \Theta \) is the set of axiom links i.e. a partition of the set of leaves, \( \mathcal{L} = \bigcup_{i \in \lambda} \{ \alpha_i u_i \mid \text{addr}(F_i) = \alpha_i, u_i \in U_i \} \) such that each cell is pair of dual addresses i.e. of the form \( \{ \alpha_i u_i, \alpha_j u_j \} \) such that \( [(F_i, u_i)] = [(F_j, u_j)]^\bot \).

Each cell of \( \Theta \) represents an axiom, each element of \( \mathcal{R} \) represents a cut, and \( \{ F_i \}_{i \in \lambda} \setminus \bigcup_{\theta \in \mathcal{R}} \theta \) are the conclusions of the proof-structure. Observe that this presentation is more logic independent since we do not explicitly mention the operators involved in the logic. We will see this logic independence come in handy more clearly in the next chapter when we define \( \mu \text{MLL}_\infty \) proof-nets.

\(^1\)Defined in Chapter 2.
7.2 \( \mu \text{MLL}^* \) proof-nets

As a stepping stone to formulating proof-nets corresponding to \( \mu \text{MLL}^\infty \), we first consider proof-nets in \( \mu \text{MLL}^* \) which is the proof system with the same inference rules as \( \mu \text{MLL}^\infty \) but with finite proofs. Recall that this logic is strictly weaker than \( \mu \text{MLL}^\infty \) (in particular \( \vdash \nu x. x \) cannot be proved and the fixed points are interchangeable). We present them in the alternate syntax introduced in the previous section which is ultimately useful to lift \( \mu \text{MLL}^* \) proof-nets to \( \mu \text{MLL}^\infty \). Consequently, \( \mu \text{MLL}^* \) proof-nets are a straightforward extension of \( \text{MLL} \) proof-nets discussed in the previous section (cf. Section 7.1).

Recall for \( \mu \text{MALL} \), the syntax tree of a formula occurrence \( F \) is the (possibly infinite) unfolding tree of the Fischer–Ladner graph of \( F \) and a prefix closed language, \( \mathcal{L}_F \subset \{l, r, i\}^\infty \) such that there is a natural bijection between the finite (respectively, infinite) words in \( \mathcal{L}_F \) and the finite (respectively, infinite) paths from the root in the syntax tree of \( F \).

**Example 7.2.1.** Let \( F = \mu x. x \otimes (a^+ \otimes a) \). The syntax tree of \( F \) is the unfolding of \( \Theta(F) \) and induces the language \( \alpha(\overline{i l})^*r(l + r) + (i l)^\omega \). Furthermore, \( F^{\{a^+, a\}} \) is a partial syntax tree whereas \( F^{\{a\}} \) is not. If \( u = \nu l. a \otimes a_u \).

**Definition 7.2.1.** A \( \mu \text{MLL}^* \) proof-structure, denoted \( \mathcal{R}, \mathcal{S}, \ldots \), is a 3-tuple \( \{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}, \Theta \) where:

- \( \lambda \in \omega \);
- for all \( i \in \lambda \), \( F_i^{U_i} \) is a partial syntax tree with \( U_i \subset \{l, r, i\}^\infty \); \( \{F_i\}_{i \in \lambda} \) is called the set of doors.
- \( \mathcal{R} \) is the set of cuts i.e. a (possibly empty) set of disjoint subsets of \( \{F_i\}_{i \in \lambda} \) of the form \( \{C, C^\perp\} \); and,
- \( \Theta \) is the set of axiom links i.e. a partition of the set of leaves, \( \mathcal{L} = \bigcup_{i \in \lambda} \{\alpha, u_i \mid \text{addr}(F_i) = \alpha, u_i \in U_i\} \) such that each cell is pair of dual addresses i.e. of the form \( \{\alpha, u_i, \alpha, u_j\} \) such that \( \{\{F_i, u_i\}\} = \{\{F_j, u_j\}\}^\perp \).

An occurrence \( G \) is said to occur in a proof structure \( \mathcal{R} = \{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}, \Theta \) if there exists \( u \in U_i \) for some \( i \in \lambda \) such that \( G = \{F_i, u\} \).

Indeed, the only difference from Definition 7.1.2 is the shape of the partial syntax trees which are now allowed unary branching. This is the reason why we claimed that this presentation is more logic independent. Note that graphically this is basically adding more sorts of nodes to Definition 3.5.1 viz. nodes of the form:

\[ \phi[\mu x. \varphi/x] \quad \phi[\nu x. \varphi/x] \]

We will now define desequentialisation, the translation of sequent proofs into proof-structures. Before that we need to extend the notion of address to proofs. The ultimate goal is to define infinit, hence we define the address of a \( \mu \text{MLL}^\infty \) pre-proof.

**Definition 7.2.2.** Given a pre-proof, \( \pi, \text{addr}(\pi) \subseteq \{l, r, i\}^\infty \) is largest set of addresses such that if a finite address \( \alpha \in \text{addr}(\pi) \) then for some \( \varphi, \varphi_o \) either occurs in an axiom or occurs infinitely often in an infinite branch in \( \pi \) with \( \text{addr}(F) = \alpha \); and if an infinite address \( \alpha \in \text{addr}(\pi) \) then there is an infinite branch \( \beta \) of \( \pi \) such that every finite prefix of \( \alpha \) is an address of an occurrence appearing in \( \beta \).

**Definition 7.2.3.** Let \( \pi \) be an MLL proof of the sequent \( \vdash \Gamma \). The desequentialisation of \( \pi \), denoted \( \text{dsq}(\pi) \), is given by \( \{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}, \Theta \) such that the following holds:

- \( \mathcal{R} \) is smallest set such that for any cut in \( \pi \) that introduces two occurrences, \( C \) and \( C^\perp \), we have that \( \{C, C^\perp\} \in \mathcal{R} \);
- \( \{F_i\}_{i \in \lambda} = \Gamma \cup \bigcup_{\kappa \in \mathcal{R}} \kappa \) where \( \lambda = |\Gamma| + |\mathcal{R}| \);
• for every $i \in \lambda$, $U_i = \text{addr}(F_i)^{-1}\text{addr}(\pi)$; and,

• for every axiom in $\pi$ of the form $\varphi_\alpha, \varphi_\beta^\perp (\text{id})$, we have that $\{\alpha, \beta\} \in \Theta$.

**Example 7.2.2.** Consider the following proof $\pi$ of the sequent $\vdash F$ where $F = \nu x.x \varphi \mu x.x_\alpha$ (i.e. the same $F$ from Example 7.2.1).

\[
\begin{align*}
\vdash \nu x.x_\alpha, \mu y.y_\beta & \quad (\text{id}) \\
\vdash \nu x.x_\alpha, \mu y.y_\beta & \quad (\mu) \\
\vdash \nu x.x_\alpha, \mu y.y_\beta & \quad (\nu) \\
\vdash \nu x.x_\alpha, \mu x.x_\alpha & \quad (\text{cut}) \\
\vdash F & \quad (\pi)
\end{align*}
\]

We choose $\beta$ such that $\alpha$ and $\beta$ are disjoint. We have that $\text{dsq}(\pi) = (\Gamma, \mathcal{R}, \Theta)$ such that

$$
\begin{align*}
\mathcal{R} &= \{\{\mu y.y_\beta, \nu y.y_\beta^\perp\}\} \\
\Theta &= \{\{\alpha l, \beta i\}, \{\alpha r, \beta i^\perp\}\}
\end{align*}
$$

In the rest of section we rehash standard results of multiplicative proof-nets (some mentioned in Section 3.5) for $\mu$MLL$^*$.

### 7.2.1 Correctness criterion

We will lift the DR-correctness criterion to $\mu$MLL$^*$ proof-nets. Fix a proof-structure $\mathcal{R} = (\{F_i\}_{i \in \lambda}, \mathcal{R}, \Theta)$ for the next set of definitions. Define

$$
\mathbb{P} := \{(F_i, u) \mid \exists i \in \lambda, \exists u \in U_i \text{ and } (F_i, u) = A\otimes B\}
$$

Essentially, $\mathbb{P}$ is the set of $\otimes$-occurrences. A **switching**, $\text{sw}$, of $\mathcal{R}$ is a total function of the form $\text{sw} : \mathbb{P} \to \{l, r\}$. Fix a switching, $\text{sw}$, of $\mathcal{R}$.

**Definition 7.2.4.** Let $u = u_1 \ldots u_n$ be a substring of a word $w$ in $U_i$ ($u_i$s being letters). Then, $u$ is said to be unbroken if for all $j \in \{1, \ldots, n-1\}$, either $(F_i, vu_1 \ldots u_{j}) \in \mathbb{P}$ or $\text{sw}((F_i, vu_1 \ldots u_{j})) \neq u_{j+1}$ where $vu$ is a prefix of $w$ for some word $v$.

**Definition 7.2.5.** Define the switching relation $\text{SW} \subseteq \mathcal{L}^2$ such that $(x, y) \in \text{SW}$ iff either $x = y$ or one of the following holds:

- $w \neq \varepsilon$ and $u$ and $v$ are unbroken where $w = x \cap y$, $wu = x$, and $wv = y$; or,

- there exists $\{C, C^\perp\} \in \mathcal{R}$ and $u, v \in \{l, r, i, i^\perp\}^*$ such that $\text{addr}(C) = \alpha, \text{addr}(C^\perp) = \alpha'$, $x = \alpha u, y = \alpha' v$ and and $u, v$ are unbroken.

**Proposition 7.2.1.** The switching relation $\text{SW}$ is an equivalence relation.

**Proof.** By inspection of the definition, $\text{SW}$ is reflexive and symmetric. Suppose $(x, y) \in \text{SW}$ and $(y, z) \in \text{SW}$. Assume that $x, y,$ and $z$ are distinct. Let $w = x \cap y$ and $w' = y \cap z$. There are three cases:

**Case 1.** $w \neq \varepsilon$ and $w' \neq \varepsilon$:

Let $x = wu$, $y = wv = w'v'$ and $z = w't$ with $u, v, v'$, and $t$ unbroken. Assume $|w| \leq |w'|$. Then, by Levi’s Lemma, there exists $p$ such that $wp = w'$ and $v = pv'$. Therefore, $z = wpt$. So, we have $x \cap z = w$. Note that $pt$ is unbroken since $v$ and $t$ are unbroken. Therefore, $(x, z) \in \text{SW}$. Now assume $|w'| \geq |w|$. Then by Levi’s Lemma, there exists $p$ such that $w = w'p$ and $pv = v'$. Therefore, $x = w'pu$. So, we have $x \cap z = w'$. Note that $pu$ is unbroken since $v'$ and $u$ are unbroken. Therefore, $(x, z) \in \text{SW}$.

**Case 2.** $w \neq \varepsilon$ and $w' = \varepsilon$:

Recall that $\text{addr}(C) \cap \text{addr}(C^\perp) = \varepsilon$. Let $x = wu$, $y = wv$, and $\{C, C^\perp\} \in \mathcal{R}$ such that $\text{addr}(C) = \alpha, \text{addr}(C^\perp) = \alpha'$, $x = \alpha u$, $z = \alpha' t$ and $u, v, v'$, and $t$ are unbroken. Since $\alpha$ is the address of a door, $|\alpha| \leq |w|$. By Levi’s Lemma, there exists $p$ such that $w = \alpha p$ and $pv = v'$. Therefore, $x = \alpha pu$. Note that $pu$ is unbroken since $v'$ and $u$ are unbroken. Therefore, $(x, z) \in \text{SW}$.

Note that the case when $w = \varepsilon$ and $w' \neq \varepsilon$ is symmetric to the previous case.
Linear logic with fixed points

Figure 7.2: A tree with nodes $n_i$ labelled $(v_i, \theta_i, \theta'_i)$ where $v_i \in [SW], \theta_i, \theta'_i \in \Theta$, and $i \in \{0, 1\}^*$. Naturally, $n_i$ can have children $n_{i0}$ and $n_{i1}$. The child $n_{i0}$ witnesses a disconnection of $\theta_i$ with some node while $n_{i1}$ witnesses a disconnection of $\theta'_i$ with some node. The dashed lines represent potential connections.

**Case 3.** $w = \varepsilon$ and $w' = \varepsilon$:

Let $\{C, C^\perp\}, \{D, D^\perp\} \in \mathcal{R}$ such that $\text{addr}(C) = \alpha, \text{addr}(C^\perp) = \alpha', \text{addr}(D) = \beta, \text{addr}(D^\perp) = \beta', x = \alpha u, y = \alpha' v = \beta v', z = \beta' t$, and $u, v, v'$ and $t$ are unbroken. However, by construction $\alpha' \cap \beta = \varepsilon$ (since doors have disjoint addresses). Therefore, this case is not possible. Hence, $SW$ is transitive.

If we see the elements of $\mathcal{L}$ as the collection of leaves of the partial syntax trees of a proof net, cells of $SW$ are the connected components of that proof net under the switching $sw$ and without axiom links.

**Definition 7.2.6.** Given a switching $sw$ of $\mathcal{R}$, the orthogonal graph of $\mathcal{R}$ is defined as the undirected bipartite (multi)graph, $(\Theta, [SW], E)$, where $\Theta$ is the set of axioms of $\mathcal{R}, [SW]$ is the set of equivalence classes of $SW$ and $(x, y) \in E$ iff $x \cap y \neq \emptyset$.

Let $(\Theta, [SW], E)$ be an orthogonal graph. Let $v \in \Theta$. Define:

\[
\text{Reach}^0(v) := \{v' \mid (v, v') \in E \cap \Theta \times [SW]\};
\]
\[
\text{Reach}^{2n+1}(v) := \text{Reach}^{2n}(v) \cup \{u \mid \exists v' \in \text{Reach}^{2n}(v); (v', u) \in E \cap [SW] \times \Theta\}
\]
\[
\text{Reach}^{2n+2}(v) := \text{Reach}^{2n+1}(v) \cup \{u \mid \exists v' \in \text{Reach}^{2n+1}(v); (u, v') \in E \cap \Theta \times [SW]\}
\]
\[
\text{Reach}^+(v) := \bigcup_{n \in \omega} \text{Reach}^n(v);
\]

Similarly, one can define $\text{Reach}^+(v)$ for $v \in [SW]$.

**Definition 7.2.7.** A proof-structure is said to be $\text{DR-correct}$ if for every switching, for all vertices $v$ of the orthogonal graph $(\Theta, [SW], E)$, $\text{Reach}^+(v) = (\Theta \cup [SW]) \setminus \{v\}$.

**Lemma 7.2.1** (Soundness of correctness criterion). Let $\pi$ be a $\mu\text{MLL}^*$ proof. Then, $\text{dsq}(\pi)$ is $\text{DR-correct}$.
\textbf{Proof}. Let $\pi$ be a $\mu$MLL* proof. Let $G = (\Theta, [SW], E)$ be the orthogonal graph of $\text{dsq}(\pi)$ with respect to an arbitrary switching $sw$. We need to show that for all vertices $v \in G \text{Reach}^+(v) = (\Theta \cup [SW]) \setminus \{v\}$. In other words, we need to show:

\begin{itemize}
  \item [(Acyclicity of $G$)] for all $v \in G$, $v \not\in \text{Reach}^+(v)$;
  \item [(Connectedness of $G$)] for all $v, v' \in G$ such that $v \neq v', v' \in \text{Reach}^+(v)$.
\end{itemize}

\textbf{Proof of acyclicity.} Note that a bipartite graph does not have an odd cycle. Therefore, if $v \in \text{Reach}^+(v)$ then the smallest $n$ such that $v \in \text{Reach}^n(v)$ is odd. Suppose there exists such an $n$. Observe that $n \neq 0$ since if $v \in \Theta$ then $\text{Reach}^0(v) \subseteq [SW]$ (and vice versa). Therefore there exists $v_0, v_1, \ldots, v_n$ such that $v = v_0 = v_{n+1}$ and for all $i \in [n], E(v_i, v_{i+1})$. We further assume that it is a simple cycle i.e. $v_0, v_1, \ldots, v_n$. This is enough since if there is a cycle, then there is a simple cycle.

Assume $v_{2k} \in \Theta$ for $k \in \{0, \ldots, \frac{n+1}{2}\}$. The other case will be similar. Let $u_i \in v_i \cap v_{i+1}$ (it exists by construction). When $i$ is even, either of the following is true:

1. $u_i \cap u_{i+1} = \varepsilon$ and there are partial syntax trees $F^U, F^U'$ in $\mathcal{R}$ such that $u_i \in U$, $u_{i+1} \in U'$, and $\{F, F'\} \in \mathcal{R}$. By definition of desquentialisation, this corresponds to a cut inference in $\pi$.

2. $u_i \cap u_{i+1} \neq \varepsilon$ and there is a partial syntax tree $F^U$ in $\mathcal{R}$ such that $u_i, u_{i+1} \in U$, and $(F, u_i \cap u_{i+1})$ is a tensor formula. By definition of desquentialisation, this corresponds to a tensor rule in $\pi$.

We collect the set of $\lceil \frac{n}{2} \rceil$ such tensor or cut rules of $\pi$. Let $r$ be the bottom-most rule. Note that this may not be unique. We take $r$ to be any one of the minimal ones and let $v_0$ be corresponding vertex in the orthogonal graph. Assume it is of the following form:

\[
\begin{array}{ccc}
\pi_0 & \pi_1 \\
\downarrow & \downarrow \\
\vdash \Gamma' & \vdash \Delta' \\
\vdash \Gamma, \Delta & (r)
\end{array}
\]

Wlog, assume $v_{i-1}$ and $v_{i+1}$ corresponds to an axiom in $\pi_0$ and $\pi_1$ respectively. Now, $u_{i+1} \cap u_{i+2}$ corresponds to a forking rule (i.e. tensor or cut). This rule has to occur above or at the same height as $r$. If it is strictly above then it is in $\pi_1$ and, the only way it can be at the same height as $r$ is when it is $r$, which is ruled out since we assume that the cycle is simple. This leads to contradiction as this traps the axioms and forking rules corresponding to $v_{i+1}, v_{i+2}, \ldots$ in $\pi_1$ but we know that at some point it needs to come back to $\pi_0$ since the axiom corresponding to $v_{i-1}$ is in $\pi_0$.

\textbf{Proof of connectedness.} Let $v, v' \in G$. Assume that $\theta' \in \text{Reach}^+(\theta)$ for all distinct $\theta, \theta' \in \Theta$. We will show that $v' \in \text{Reach}^+(v)$. If $v, v' \in \Theta$ we are done by assumption. If $v \in [SW]$ then there exists $\theta' \in \Theta$ such that $E(v, \theta')$. If $v \in \Theta$ then either $v' = \theta$ (in which case $v' \in \text{Reach}^+(v)$) or $v' \in \text{Reach}^+(\theta)$ (in which case $v' \in \text{Reach}^+(\theta)$ and $v' \in \text{Reach}^{n+1}(v)$ for some $n$). Wlog, we can assume that we are given two distinct disconnected vertices $\theta, \theta' \in \Theta$ i.e. $\theta \neq \theta'$. We will prove by contradiction and assume $\theta' \not\in \text{Reach}^+(\theta)$. From the definition of desquentialisation, $\theta, \theta'$ corresponds to two maximal branches of $\pi$. Let $\Delta$ be the greatest common prefix of these two branches. It must be a tensor rule (applied on the formula say $F_\varepsilon$) or a cut rule (introducing say $F_{\varepsilon}$ and $F_{\varepsilon'}$).

Assume $\Delta$ is a tensor rule. There exists $v_\varepsilon \in [SW]$ in the switching partition of $G$ and $w, w' \in v_\varepsilon$ such that $\text{addr}(F_\varepsilon)$ is a prefix of $w$ and $\text{addr}(F_{\varepsilon'})$ is a prefix of $w'$. By construction of the orthogonal graph we have that there exist $\theta, \theta' \in \Theta$ such that $w \in \theta$ and $w' \in \theta'$. Clearly $E(v_\varepsilon, \theta)$ and $E(v_\varepsilon, \theta)$ are the doors of $\text{dsq}(\pi)$. There exist $w, w'$ in the partial syntax trees of $F_\varepsilon, F_{\varepsilon'}$ respectively, such that $w, w' \in v_\varepsilon$ for some $v_\varepsilon \in [SW]$. We choose $\theta, \theta' \in \Theta$ such that $w \in \theta$ and $w' \in \theta'$.

Now since there is a one-one correspondence between the maximal branches of $\pi$ and $\Theta, \theta, \theta', \theta_\varepsilon$ and $\theta'_\varepsilon$ can be arranged in the lexicographical ordering of the branches of the derivition tree. Assume wlog, $\theta <_{\leq \varepsilon} \theta'$. Then by construction $\theta <_{\leq \varepsilon} \theta <_{\leq \varepsilon} \theta <_{\leq \varepsilon} \theta'$. Since we assume that $\theta, \theta'$ are disconnected either $\theta \not\in \text{Reach}^+(\theta)$ or $\theta' \not\in \text{Reach}^+(\theta')$. Note that it could also be the case that $\theta = \theta'$ and $\theta' = \theta'$ but both cannot hold. Assume $\theta \not\in \text{Reach}^+(\theta)$ which are not connected. We can repeat the same argument to get $v_\theta \in [SW]$ and $\theta_0, \theta'_0 \in \Theta$ such that $E(v_\theta, \theta_0), E(v_\theta, \theta'_0), \theta_0 <_{\leq \varepsilon} \theta'_0$, and either $\theta_0 \not\in \text{Reach}^+(\theta)$ or $\theta'_0 \not\in \text{Reach}^+(\theta_0)$.
Since we assume that θ, θ′ are disconnected, one essentially repeat this process ad infinitum. Therefore we have an infinite binary tree T (cf. Figure 7.2) labelled by the vσ ∈ [SW]. This is a contradiction since there cannot be infinitely many different occurrences in a proof.

### 7.2.2 Empires and Kingdoms

It is useful to study subgraphs of proof-nets which are proof-nets themselves. This leads one to the study of subnets, in particular, the largest and smallest subnets which contain a formula occurrence F as one of their doors called the empire and kingdom of F respectively. Girard’s original proof [Gir87a] of sequentialisation goes through empires and we will recall that argument in the following subsection but obviously in the setting of μMLL*. Our proofs and constructions on subnets are inspired by [BvdW95].

**Definition 7.2.8.** Let \( \mathcal{R} = (\{F_i\}_{i \in \lambda}, \Theta) \) and \( \mathcal{R}' = (\{F'_i\}_{i \in \lambda'}, \Theta') \) be proof-structures. \( \mathcal{R}' \) is a substructure of \( \mathcal{R} \) if there exists an injective map,

\[
m : \{F'_i \mid i \in \lambda'\} \to \{(F_i, u) \mid u \in U, i \in \lambda\}
\]

such that the following hold:

- for all \( i \in \lambda' \), \( F'_i = [m(F'_i)] \);
- for all \( i \in \lambda' \), \( m(F'_i) = (F_j, u) \implies U'_i = u^{-1}U_j \);
- for all \( \{C, C'\} \in \Theta \), if \( C = m(D) \) then \( C' = m(D') \) and \( \{D, D'\} \in \mathcal{R}' \);
- for all \( \theta \in \Theta \), if \( \text{addr}(m(F'))w' \in \theta \) where \( m(F') = (F_i, u) \) and \( uw' \in U_i \) then every \( w \in \theta \) is of the form \( \text{addr}(m(G'))wv' \) where \( m(G') = (F_i, v) \) and \( v' \in U_j \) and \( \theta' = \text{addr}(F')u' | \text{addr}(m(F'))uw' \in \theta \).

Furthermore, if the substructure \( \mathcal{R}' \) is DR-correct, it is called a subnet.

Wlog, one can assume that \( m \) is the identity map. This amounts to simply changing the address of the doors of \( \mathcal{R}' \). In particular, assign the new address of \( F'_i \) to be \( \text{addr}(m(F'_i)) \). From now on, we will assume that \( m \) is an identity for any substructure or subnet unless otherwise mentioned. For the rest of this subsection fix a proof-net \( \mathcal{R} = (\{F_i\}_{i \in \lambda}, \Theta) \).

**Definition 7.2.9.** Let \( \mathcal{R}' = (\Gamma', \mathcal{R}', \Theta') \) and \( \mathcal{R}'' = (\Gamma'', \mathcal{R}'', \Theta'') \) be two substructures of \( \mathcal{R} \). The join of \( \mathcal{R}' \) and \( \mathcal{R}'' \), denoted \( \mathcal{R}' \cup \mathcal{R}'' \), is defined as the substructure \((\Gamma' \cup \Gamma'', \mathcal{R}' \cup \mathcal{R}'', \Theta' \cup \Theta'')\). Dually, the meet of \( \mathcal{R}' \) and \( \mathcal{R}'' \), denoted \( \mathcal{R}' \cap \mathcal{R}'' \), is defined as the substructure \((\Gamma' \cap \Gamma'', \mathcal{R}' \cap \mathcal{R}'', \Theta' \cap \Theta'')\). The meet is said to be non-empty if \( \Gamma' \cap \Gamma'' \neq \emptyset \).

**Definition 7.2.10.** Let \( \mathcal{R}' \) and \( \mathcal{R}'' \) be two substructures of \( \mathcal{R} \). We say that \( \mathcal{R}' \) is included in \( \mathcal{R}'' \), denoted \( \mathcal{R}' \subseteq \mathcal{R}'' \), if \( G \) occurs in \( \mathcal{R}' \) implies \( G \) occurs in \( \mathcal{R}'' \).

Note that \( \subseteq \) is a partial order on the set of all substructures of a proof-net \( \mathcal{R} \). Note that for any two substructures \( \mathcal{R}', \mathcal{R}'' \) of \( \mathcal{R} \), we have the following:

1. \( \mathcal{R}' \cap \mathcal{R}'' \subseteq \mathcal{R}' \) and \( \mathcal{R}' \cap \mathcal{R}'' \subseteq \mathcal{R}'' \);
2. \( \mathcal{R}' \subseteq \mathcal{R}' \cup \mathcal{R}'' \) and \( \mathcal{R}'' \subseteq \mathcal{R}' \cup \mathcal{R}'' \).

**Lemma 7.2.2.** Let \( \mathcal{R}' \) and \( \mathcal{R}'' \) be two subnets of \( \mathcal{R} \) such that their meet is non-empty. Then, both their join and meet are subnets.

**Proof.** Fix a switching \( sw_j \) and \( sw_m \) of \( \mathcal{R}' \cup \mathcal{R}'' \) and \( \mathcal{R}' \cap \mathcal{R}'' \) respectively. Wlog, assume that \( sw_m \) is the restriction of \( sw_j \) to the par occurrences of \( \mathcal{R}' \cap \mathcal{R}'' \). Extend \( sw_j \) to a switching \( sw \) of \( \mathcal{R} \); moreover, let \( sw' \) and \( sw'' \) be the restrictions of \( sw_j \) to the par occurrences of \( \mathcal{R}' \) and \( \mathcal{R}'' \), respectively. Let \( G_{sw_j}^R, G_{sw}'^R, G_{sw}^R, G_{sw_m}^R, G_{sw}'^R, \) and \( G_{sw_m}^R \) be the respective orthogonal graphs.

We first observe that \( G_{sw_j}^R \cup \mathcal{R}'' \) and \( G_{sw_j}^R \cap \mathcal{R}'' \) are subgraphs of \( G_{sw}^R \) which is acyclic since \( \mathcal{R} \) is a proof-net. Therefore, \( G_{sw_j}^R \cup \mathcal{R}'' \) and \( G_{sw_j}^R \cap \mathcal{R}'' \) are acyclic.
Now we will prove that $G_{sw''}^{R''}$ is connected. Let $v, v'$ be two of its vertices. Since $G_{sw''}^{R''}$ is a subgraph of $G_{sw'}^{R'}$ and $G_{sw''}$, and $R', R''$ are proof-nets there are paths $\rho', \rho''$ between $v, v'$ in $G_{sw'}^{R'}$ and $G_{sw''}$ respectively. But $\rho', \rho''$ are paths in $G_{sw}^{R}$ which is acyclic. Therefore, $\rho' = \rho''$; and hence, a path in $G_{sw''}^{R''}$ as well which concludes our proof.

Now we will prove that $G_{sw''}^{R''}$ is connected. Let $v, v'$ be two of its vertices. If $v, v'$ both occur in $G_{sw'}^{R'}$, then we are done by the connectedness of $G_{sw''}^{R''}$. Similarly, if both occur in $G_{sw''}$, then we are done by the connectedness of $G_{sw''}^{R''}$. The only case that we are left with is when $v$ occurs only in $G_{sw'}^{R'}$ and $v'$ occurs only in $G_{sw''}^{R''}$. Since $R' \cap R''$ is non-empty, $G_{sw'}^{R'}$ and $G_{sw''}^{R''}$ share at least one vertex, say $s$. By the connectedness of $G_{sw'}^{R'}$, $v$ is connected to $s$, and by the connectedness of $G_{sw''}^{R''}$, $s$ is connected to $v'$. Hence $v, v'$ are connected. □

**Definition 7.2.11.** Let $G$ be a formula occurrence occurring in $R$. The **empire** of $G$, denoted $\mathcal{W}(G)$, is the largest subnet (in the $\subseteq$ ordering) of $R$ with $G$ as a door. The dual notion of empire is that of a **kingdom**, denoted $\hat{\mathcal{W}}(G)$, the smallest subnet of $R$ with $G$ as a door.

**Proposition 7.2.2.** For all $G$ occurring in $R$, $\mathcal{W}(G)$ and $\hat{\mathcal{W}}(G)$ exist.

**Proof.** Define

$$S = \{ S \mid S \text{ is a subnet of } R \text{ and has } G \text{ as a door} \}.$$ 

The crux of this proof is showing that $S$ is non-empty. Assuming $S \neq \emptyset$, rest of the proof is straightforward: for any $S, S' \in S$, $S \cap S'$ is non-empty since they share a door. Using Lemma 7.2.2, $(S, \subseteq, \cup, \cap)$ is a lattice. So,

$$\mathcal{W}(G) = \bigcup_{S \in S} S \text{ and } \hat{\mathcal{W}}(G) = \bigcap_{S \in S} S.$$ 

Now we will show that $S$ is non-empty. If $G$ is a door of $R$, then $R \in S$ and we are done. Otherwise, let $G = (F_i, va)$ where $a \in \{ l, r, i \}$. Define the proof-structure

$$R' := \{(F_{i_j}^{U_j})_{j \in \Lambda \setminus \{ i \}} \cup \{ v_i^{U_i}, (F_i, va)^{U_i}, (R, \Theta) \}$$

where $U_i = U_i \setminus v_i^{-1}U_i$ and $U' = v_i^{-1}U_i$. This is not necessarily a subnet of $R$. We will extract a subnet from the orthogonal graph of $R'$. Let $sw'$ be a switching of $R'$. This can be extended to $sw$, a switching of $R$. We denote the corresponding orthogonal graphs of $R'$ and $R$ by $G_{sw'}^{R'} = ([\Theta], [SW'], E')$ and $G_{sw}^{R}$, respectively. Let $G$ be the subgraph induced by the set of $v \in [\Theta] \cup [SW']$ such that $v \cap U' \neq \emptyset$. We observe that since $G_{sw'}^{R'}$ is connected and acyclic, then $G$ is also connected and acyclic. We take this connected component of $G_{sw'}^{R'}$ and this induces substructure $R'_{sw'}$. We repeat this process for all possible switchings of $R'$. Let the set of all switchings of $R'$ be denoted by $\mathcal{S}$. We claim that $R'' = \bigcap_{sw' \in \mathcal{S}} R'_{sw'}$ is a subnet of $R$ with $G$ as door.

This is relatively easy to see. Since every $R'_{sw'}$ has $G$ as a door, $R''$ has $G$ as one of its doors. Now, suppose for some switching $sw$, $G_{sw}^{R''}$ is not connected. Then, $sw$ can be extended to a switching $sw'$ and $sw''$ of $R'$ and $R$ respectively. Then, the DR-correctness of $R$ induces a connected acyclic subgraph in the orthogonal graph of $R''$ as before. This contradicts $G_{sw}^{R''}$ is disconnected. Arguing exactly similarly for acyclicity, we are done. □

We define a relation $\ll$ on the occurrences in $R$ by $F \ll G$ if $\hat{\mathcal{W}}(F) \subseteq \hat{\mathcal{W}}(G)$. Let $\mathcal{F}$ be the set of all occurrences in $R$ that do not occur in axiom $i.e.$ the set of all $(F_i, u)$ such that $u \notin U \setminus U$.

**Proposition 7.2.3.** $\ll$ is a partial order on $\mathcal{F}$.

**Proof.** We exhibit the three properties required to be a partial order.

**Reflexivity** By definition, $X$ occurs in $\hat{\mathcal{W}}(X)$. 

**Antisymmetry** Suppose $F \ll G$ and $G \ll F$. Then, $\hat{\mathcal{W}}(F) \subseteq \hat{\mathcal{W}}(G)$ and $\hat{\mathcal{W}}(G) \subseteq \hat{\mathcal{W}}(F)$. Hence, $\hat{\mathcal{W}}(F) = \hat{\mathcal{W}}(G)$.

**Transitivity** Suppose $F \ll G$ and $G \ll H$. Then, $\hat{\mathcal{W}}(F) \subseteq \hat{\mathcal{W}}(G)$ and $\hat{\mathcal{W}}(G) \subseteq \hat{\mathcal{W}}(H)$. Hence, $\hat{\mathcal{W}}(F) \subseteq \hat{\mathcal{W}}(H)$ and we are done.
Anti-symmetry  Suppose \( X, Y \in \mathcal{F} \) are distinct occurrences such that \( X \ll_{\mathcal{R}} Y \) (i.e. \( X \) occurs in \( \mathfrak{E}(Y) \)) and \( Y \ll_{\mathcal{R}} X \) (i.e. \( Y \) occurs in \( \mathfrak{E}(X) \)). Using reflexivity, \( X, Y \) occur in both \( \mathfrak{E}(X) \) and \( \mathfrak{E}(Y) \). Therefore, \( \mathfrak{E}(X) \cap \mathfrak{E}(Y) \) exists and is a subet by Lemma 7.2.2. Note that \( X \) and \( Y \) are, in fact, the doors of \( \mathfrak{E}(X) \cap \mathfrak{E}(Y) \). But \( \mathfrak{E}(X) \) is supposed to be the smallest subnet with \( X \) as a door. Therefore, \( \mathfrak{E}(X) = \mathfrak{E}(X) \cap \mathfrak{E}(Y) \). By a similar argument, \( \mathfrak{E}(X) \cap \mathfrak{E}(Y) = \mathfrak{E}(Y) \). So, \( \mathfrak{E}(X) = \mathfrak{E}(Y) \).

Suppose \( X \neq Y \). We will show that this induces a contradiction. Note that \( X \) is a door of \( \mathfrak{E}(Y) \). Let \( U_X \) be its corresponding partial syntax tree in \( \mathfrak{E}(Y) \). There are three cases based on the outermost connective of \( X \).

**Case 1:** \( X = A \otimes B \). Replacing \( X \) with \( \{A \uparrow, B \uparrow \} \) in \( \mathfrak{E}(Y) \) gives us a subnet smaller than \( \mathfrak{E}(Y) \) that contains \( Y \) as a door. Contradiction!

**Case 2:** \( X = \mu x.F \). Replacing \( X \) with \( \{F[\mu x.F/x] \uparrow \} \) in \( \mathfrak{E}(Y) \) gives us a subnet smaller than \( \mathfrak{E}(Y) \) that contains \( Y \) as a door. Contradiction! Similarly for \( X = \nu x.F \).

**Case 3:** \( X = A \otimes B \). \( Y \) occurs in either \( \mathfrak{E}(A) \) or \( \mathfrak{E}(B) \). Wlog, assume it is \( \mathfrak{E}(A) \). Consider \( \mathfrak{E}(Y) \cap \mathfrak{E}(A) \). It is a subnet by Lemma 7.2.2. It contains \( Y \) as a door and it is strictly smaller than \( \mathfrak{E}(A) \) since it does not contain \( X \). Contradiction!

Transitivity  Suppose \( X, Y, Z \in \mathcal{F} \) are distinct occurrences such that \( X \ll_{\mathcal{R}} Y \) (i.e. \( X \) occurs in \( \mathfrak{E}(Y) \)) and \( Y \ll_{\mathcal{R}} Z \) (i.e. \( Y \) occurs in \( \mathfrak{E}(Z) \)). By reflexivity, \( Y \) occurs in \( \mathfrak{E}(Y) \). Therefore, \( \mathfrak{E}(Y) \cap \mathfrak{E}(Z) \) exists and is a subet by Lemma 7.2.2. Note that \( Y \) is, in fact, a door of \( \mathfrak{E}(Y) \cap \mathfrak{E}(Z) \). But \( \mathfrak{E}(Y) \) is supposed to be the smallest subnet with \( Y \) as a door. Therefore, \( \mathfrak{E}(Y) = \mathfrak{E}(Y) \cap \mathfrak{E}(Z) \). Therefore \( X \) occurs \( \mathfrak{E}(Y) \cap \mathfrak{E}(Z) \). Hence infer that \( X \) occurs in \( \mathfrak{E}(Z) \).

### 7.2.3 Sequentialisation

The process of translating a proof-net into a proof is called **sequentialisation**. In this subsection we will show that the correctness criterion is indeed sufficient to ensure sequentialisation. Wlog, we can assume that we have cut-free proof-nets due to the following standard trick. So, in this subsection, we will write nets without their second component (which is always an empty set) i.e. write \((\Gamma, \emptyset)\) as a shorthand for \((\Gamma, \emptyset, \emptyset)\). We present the non-deterministic algorithm \textsc{Sequentialise} that produces a proof given a proof-net in Figure 7.3.

\[
\text{\textsc{Sequentialise}}(\Gamma) = A \downarrow \rightarrow A \otimes A \uparrow
\]

**Lemma 7.2.3 (Correctness of sequentialisation algorithm).** If \( \mathfrak{E}(G) \cap \mathfrak{E}(H) \neq \emptyset \). Then, there exists \( C, D \) such that \( C \) occurs in \( \mathcal{R} \), \( D \) is the immediate suboccurrence of \( C \), \( D \) occurs in \( \mathfrak{E}(G) \), and \( C \) does not occur in \( \mathfrak{E}(G) \). (This is symmetric and one can also choose \( C, D \) such that \( C \) occurs in \( \mathcal{R} \), \( D \) is the immediate suboccurrence of \( C \), \( D \) occurs in \( \mathfrak{E}(H) \), and \( C \) does not occur in \( \mathfrak{E}(H) \).)

We now claim that \( G \otimes H \) occurs in \( \mathfrak{E}(C) \). Clearly, \( D \) occurs in \( \mathfrak{E}(G) \cap \mathfrak{E}(C) \). Hence, by Lemma 7.2.2, \( \mathfrak{E}(G) \cap \mathfrak{E}(C) \) and \( \mathfrak{E}(G) \cup \mathfrak{E}(C) \) are subnets of \( \mathcal{R} \). Suppose \( G \otimes H \) does not occur in \( \mathfrak{E}(C) \). Then, \( \mathfrak{E}(G) \cup \mathfrak{E}(C) \) is a subnet of \( \mathcal{R} \) with \( G \) as door. But we assumed \( C \) does not occur in \( \mathfrak{E}(G) \) whereas it occurs in \( \mathfrak{E}(G) \cup \mathfrak{E}(C) \). So, \( \mathfrak{E}(G) \cup \mathfrak{E}(C) \) is a strictly larger subnet than \( \mathfrak{E}(G) \) that contains \( G \) as door. This contradicts the definition of \( \mathfrak{E}(G) \).

There are two cases now. Either \( C \) is a door of \( \mathcal{R} \) in which case we have \( G \otimes H \ll_{\mathcal{R}} C \). Otherwise \( C \) is a suboccurrence of a door \( Y \) of \( \mathcal{R} \). Clearly, \( \mathfrak{E}(C) \subseteq \mathfrak{E}(Y) \). Therefore, we have \( G \otimes H \ll_{\mathcal{R}} Y \). This contradicts the fact that \( G \otimes H \) is the maximal door in the \( \ll_{\mathcal{R}} \) ordering.

Note that \textsc{Sequentialise} is a non-deterministic procedure. So can we say that sequentialisation and desequationalisation are inverses as functions? More concretely, is there a way to sequentialise \( \text{dsq}(\pi) \) so as to get exactly \( \pi \)? Conversely, given a proof-net \( \mathcal{R} \), is \( \text{dsq}(\pi) = \mathcal{R} \) where \( \pi \) is some sequentialisation of \( \mathcal{R} \)?
function SEQUENTIALISE((Γ, Θ))
    if Γ = {φα, φβ} and Θ = {α, β} then
        return Γ, φα, φβ (id)
    else
        Choose F_i ∈ Γ such that U_i ≠ {ε}.
        if F_i = G ⊗ H then
            SEQUENTIALISE(∥G∥) (⊗)
            SEQUENTIALISE(∥H∥) (⊗)
        else if F_i = G ⊗ H and β_j ≠ i, F_i ≪ F_j then
            SEQUENTIALISE(∥G∥) SEQUENTIALISE(∥H∥) (⊗)
        else if F_i = ηx.G then
            SEQUENTIALISE(∥G∥ηx.G/|x|) (η)
        end if
    end if
end function

Figure 7.3: The function SEQUENTIALISE

From Lemma 7.2.3, we have that

\[(Γ ⊓ \{G\}) ∪ (Γ \setminus \{H\}) ∪ \{G ⊗ H\} = Γ\]

where Γ_G, Γ_H, and Γ are the set of doors of ∥G∥, ∥H∥ and R. Similarly for other connectives. Therefore, the sequentialisation procedure traverses through every node of every partial syntax. Therefore, if there is a proof π such that SEQUENTIALISE(R) = π then dsq(π) = R. Therefore, we have the following:

Theorem 7.2.1. A µMLL* proof-structure is DR-correct iff it is a µMLL* proof-net.

The question now is if dsq(π) = dsq(π') or equivalently, if there exists a proof-net R such that SEQUENTIALISE(R) = π and SEQUENTIALISE(R) = π', can we say anything more about these proofs? Are these proofs computationally equivalent? We answer these questions in the next subsection.

7.2.4 Canonicity

Let ~ be a relation over all µMLL* proofs that equates proofs with one permutation (Figure 7.4 and Figure 7.5). Let ~^* be the reflexive transitive closure of ~. Let ≡_PN be the equivalence relation over µMLL* proofs defined as π ≡_PN π' if dsq(π) = dsq(π').

Theorem 7.2.2. For all µMLL* proofs π, π', π ~^* π' iff π ≡_PN π'.

Proof sketch. Let π and π' be two µMLL* proofs such that π ~^* π'. Clearly, nothing can be permuted below the root sequent. Therefore, dsq(π) and dsq(π') have the same set of doors. By inspecting each condition of ~, one can infer that no inference rule (on a particular occurrence) is deleted. Moreover, it is also not duplicated. Therefore the partial syntax trees of dsq(π) and dsq(π') are also the same. For the same reason, the set of cuts of dsq(π) and dsq(π') are also the same. Imagine there is an axiom {A, B} in π' that does not occur in π. Now, since same set of partial syntax trees appears on dsq(π) and dsq(π'), A and B occur in some other axioms. Therefore, there is some tensor rule that took A and B to different subtrees. But this tensor cannot occur in π. But we proved that π and π' have the same set of inference rules. Contradiction! Therefore, dsq(π) and dsq(π') have the same set of axioms. Therefore, dsq(π) = dsq(π').

Let π and π' be two distinct sequentialisation of a proof-net R. Let π, π' differ at the inference rule π i.e. either the inference \[\frac{\frac{A}{B}}{B}(r)\] occurs at that position for π but not for π', or, π is a tensor rule on some A ⊗ B that occurs at that position for both π and π' but with different splittings of the

---

2This is not true in MALL which goes on to indicate why devising MALL proof-nets is a cumbersome business.
premisses. By Lemma 7.2.3, the latter cannot happen since the premisses are exactly the doors of $\mathbb{W}(A)$ and $\mathbb{W}(B)$. For the former, permute $r$ down in $\pi'$ (it is possible to do so by Lemma 7.2.3) and then we have two strict subproofs $\pi_0$ and $\pi'_0$ of $\pi$ and $\pi'$ respectively which are also sequentialisations of the subnet $\mathbb{W}(A)$. Therefore, if we induct on the depth of the point of first difference, we are done. □

Therefore, proof-nets are indeed the canonical proof objects that quotient proofs under the commutation of inference rules.

### 7.2.5 Cut-Elimination

Since we work with explicit occurrences, the cut/id key-case of cut-elimination is slightly complicated. In particular, the proof $\pi$ cannot simply be reduced to $\frac{\pi_0}{\frac{\pi_0}{\pi_0}}$ as the occurrences do not match (in fact, the addresses of $F$ and $G$ are disjoint).

$$
\pi = \frac{\frac{\pi_0}{\pi_0}}{\pi_0} \frac{(id)}{\frac{\pi_0}{\pi_0}} \frac{\pi_0}{\pi_0} \frac{(cut)}{\pi_0} (\quad [F] = [G])
$$
Chapter 7

The reduction rules are of two types: key-cases which are like the usual cut reduction rules in the case of proof structures with locs in the algebraic presentation. Also note that Definition 7.2.12.

Let \( \mu_{\text{MLL}}^* \) denote \( \mu_{\text{MLL}}^* \) extended with loc rules. In proof-nets, this amounts to introducing a new relocation node with one premise and one conclusion, changing the address(es). In the following, \( \iota \) is a one-to-one map from \( \Gamma \) to \( \Delta \) such that for all \( F \in \Gamma, [F] = [\iota(F)] \).

\[
\frac{\vdash \Gamma}{\vdash \Delta \text{lo}(\iota)}
\]

Let \( \mu_{\text{MLL}}^{\text{loc}} \) denote \( \mu_{\text{MLL}}^* \) extended with loc nodes. Therefore correctness and other properties can be straightforwardly lifted to nets with loc nodes.

Indeed, this is not treated even for the MLL case in [Cur06] and cut-elimination has not been established before in the algebraic presentation of proof-nets. Formally in the algebraic presentation, adding relocation nodes means that proof-nets have one more component, a bijective map \( \text{loc} : L \rightarrow R \) where \( L, R \) are set of occurrences such that \( [F] = [\text{loc}(F)] \). Define the extension map \( \text{loc}[\varphi_\alpha \mapsto \varphi_\beta] : L \cup \{\varphi_\alpha\} \rightarrow R \cup \{\varphi_\beta\} \) as follows:

\[
\text{loc}[\varphi_\alpha \mapsto \varphi_\beta](\varphi_{\alpha'}) = \begin{cases} 
\text{loc}(\varphi_{\alpha'}) & \text{if } \alpha' \neq \alpha; \\
\beta & \text{if } \alpha' = \alpha.
\end{cases}
\]

Assume \( \varphi_\alpha \not\in L \) to avoid over defining. Further, if \( \varphi_\beta \not\in R \), then \( \text{loc}[\varphi_\alpha \mapsto \varphi_\beta] \) is also bijective. Also note that \( \text{loc}[\varphi_\alpha \mapsto \varphi_\beta] \) is also the identity map up to address erasure. We discuss the DR-correctness for proof-structures with locs in the algebraic presentation after introducing the cut-reduction rules.

Because of the loc component and since our aim is to keep the cut-elimination procedure local, the reduction rules are of two types: key-cases which are like the usual cut reduction rules in the case of proof-nets and loc commutation cases.

**Definition 7.2.12.** The cut elimination relation \( \rightarrow_{\mu_{\text{MLL}}}^* \) is the binary relation over proof structures generated by the key rules and loc commutation rules given in Figure 7.6 and Figure 7.7 respectively. We denote the reflexive transitive closure of \( \rightarrow_{\mu_{\text{MLL}}}^* \) by \( \rightarrow_{\mu_{\text{MLL}}}^* \).

Figure 7.5: Permutation of fixed point rules in \( \mu_{\text{MLL}}^* \). Here \( \eta, \eta' \in \{\mu, \nu\} \)
Remark 7.2.1. Let \( \langle \Gamma, \Theta, \text{loc}[\varphi_\alpha \mapsto \varphi_\beta], \varphi_\beta \mapsto \varphi_\gamma] \rangle \) be a rule involving locs and a loc \( \text{loc} \). We do a case analysis on the rule applied. If it is a key rule involving locs and a loc \( \text{loc} \), the proof sketch goes as follows:

1. \( \varphi_\alpha \mapsto \varphi_\beta \) and \( \varphi_\beta \mapsto \varphi_\gamma \) are the same. Since cut-reduction preserves DR-correctness in MLL proof-nets, we are done.
2. Otherwise, suppose it is a key-rule involving \( \text{loc} \) and a loc \( \text{loc} \).

Example 7.2.3. Consider the proof-net in example 7.2.2. We have,

\[
\begin{align*}
(\{\nu x.\varphi x/x\}_{i_0}, \nu y.\varphi y/x)_{i_1} &\rightarrow_{\text{cut}} \{\mu x.\varphi x/x\}_{i_0} \rightarrow_{\text{cut}} \{\mu x.\varphi x/x\}_{i_1} \\
(\{\nu x.\varphi x/x\}_{i_0}, \nu y.\varphi y/x)_{i_1} &\rightarrow_{\text{cut}} \{\mu x.\varphi x/x\}_{i_0} \rightarrow_{\text{cut}} \{\mu x.\varphi x/x\}_{i_1}
\end{align*}
\]

Remark 7.2.1. The key rule involving locs graphically looks as follows.

\[
\begin{align*}
\varphi_\alpha &\rightarrow_{\text{cut}} \varphi_\beta \\
\varphi_\beta &\rightarrow_{\text{cut}} \varphi_\gamma
\end{align*}
\]

The other key rule which is new is obviously the one involving the fixed point operators. Graphically it looks like:

\[
\begin{align*}
F[\mu x.\varphi x/x] &\rightarrow_{\text{cut}} F[\mu x.\varphi x/x] \\
F[\nu x.\varphi x/x] &\rightarrow_{\text{cut}} F[\nu x.\varphi x/x]
\end{align*}
\]

Definition 7.2.13. Let \( R \) be a MLL* proof-net (possibly with locs). Let \( [R] = \{R' \mid \forall R'^n. R'' \rightarrow_{\text{cut}} \pi^i \rightarrow_{\text{cut}} R\} \). \( R \) is said to be DR-correct if every \( R' \in [R] \) is DR-correct.

Lemma 7.2.4. Let \( R \rightarrow_{\text{cut}} R' \) such that \( R \) is a MLL^* proof-net. Then, \( R' \) is a MLL^* proof-net.

Proof sketch. We do a case analysis on the rule applied. If it is a key rule involving locs and a loc commutation rules, then \( [R] = [R'] \) and we are done. Otherwise, suppose it is a key-rule involving a tensor and par, then note that the loc components of \( R \) and \( R' \) are the same. Since cut-reduction preserves DR-correctness in MLL proof-nets, we are done. Finally, the case when it is a key-rule involving a \( \mu \) and \( \nu \) is trivial, since the geometry of nets and the loc-components are unchanged by the reduction. Hence we are done.
Note that normal forms of $\mu\text{MLL}^*_{\text{loc}}$ proof-nets under the $\rightarrow_{\mu\text{MLL}^*}$ reduction are exactly cut-free $\mu\text{MLL}^*$ proof-nets with an empty loc component.

**Theorem 7.2.3.** $\rightarrow_{\mu\text{MLL}^*}$ is confluent and terminating.

**Proof.** We define a termination measure. Let $K$ be the set of cuts for some net $R$. Define

$$rk(K) = \begin{cases} 0 & \text{if } K = \emptyset; \\ \frac{1}{\max_{\theta \in K} \{\text{addr}(C) | C \in \theta\}} & \text{otherwise.} \end{cases}$$

Then, $d(R) = (|K|, rk(K))$ induces a lexicographic order on proof-nets. Also note, it strictly decreases for every key step of $\rightarrow_{\mu\text{MLL}^*}$ reduction. Similarly, the size of the addresses of relocated formulas increases with every loc commutation rule. But they cannot increase indefinitely since they are bounded by the size of the corresponding addresses of axioms. So, there cannot be infinitely many consecutive loc commutation rules in a reduction sequence. Therefore, $\rightarrow_{\mu\text{MLL}^*}$ terminates.

The only critical pairs are when there is an axiom $\{w, w'\}$ such that there exists two cuts $\{C, C^\perp\}$ and $\{D, D^\perp\}$ such that $[C] = [D]$, $\text{addr}(C) = w$, and $\text{addr}(D^\perp) = w'$. In these cases the reducts are isomorphic up to address renaming. Therefore, $\rightarrow_{\mu\text{MLL}^*}$ is confluent.

**Remark 7.2.2.** In our proof of confluence above, there is a certain notion of equality of proof-nets that is implicit. We say that two proof-nets $(\{F_i\}_{i \in \lambda}, \mathcal{R}, \Theta)$ and $(\{G_i\}_{i \in \lambda}, \mathcal{R}', \Theta')$ are equal if they are equal up to address renaming. For example, for all $i \in \lambda$, $[F_i] = [G_i]$ and $U_i = U'_i$, $\{F_i, F_j\} \in \mathcal{R}$ iff $\{G_i, G_j\} \in \mathcal{R}'$, and so on. However, we obtain confluence up to the usual equality of proof-nets when we reach the normal form.
7.3 \( \mu \text{MLL}^{\text{ind}} \) and \( \mu \text{MLL}^{\circ} \) proof-nets

In this section, we will discuss the parallel syntax of \( \mu \text{MLL}^{\text{ind}} \) and \( \mu \text{MLL}^{\circ} \). As sequential proofs both wellfounded and circular derivations are finitely representable; consequently, their corresponding proof-nets are also finite objects. This section is independent of the developments of infinets, which are non-wellfounded objects that will be introduced in the next chapter. The algebraic presentation is helpful in the infinitary setting but since the development in this section is orthogonal to the proof-nets introduced in the next chapter on non-wellfounded proof-nets, we will use the graphical presentation of proof-nets in this section.

7.3.1 The statics of \( \mu \text{MLL}^{\text{ind}} \) nets

The \( \mu \) nodes are as before in Section 7.2. We need to devise the shape of the \( \nu \) nodes. Recall the \((\nu)\) rule in \( \mu \text{MALL}^{\text{ind}} \) sequent calculus:

\[
\begin{array}{c}
\Gamma, S, S^\perp, F[S/x] \\
\Gamma, \mu x . F
\end{array} \quad (\nu)
\]

As a start we provide the following definition of a \( \nu \) node: if \( \mathcal{R} \) is a \( \mu \text{MLL}^{\text{ind}} \) proof-net then so is the following.

\[
\begin{array}{c}
\mathcal{R} \\
\Gamma \rightarrow S \rightarrow S^\perp \rightarrow F[S/x] \\
\nu x . F
\end{array}
\]

There are a few issues with this formulation. Namely,

- The three outgoing edges are treated equivalently. However, what we have is rather \( (S \otimes (S^\perp \otimes F[S/x])) \). There is an easy fix. One refines the DR-correctness condition to account for the switching of \( S^\perp \otimes F[S/x] \).

- It is important that the tensor in \( (S \otimes (S^\perp \otimes F[S/x])) \) is splitting and split into two nets with \( \Gamma, S \) and \( S^\perp, F[S/x] \) as doors respectively. We hardcode this information in the definition. This corresponds to a case considered in [Gir99, Cur06], that of extremal proof-structures, where \( \otimes \) nodes have exactly two splittings: everything either distributes to the left or to right.

We define \( \nu \) nodes as follows: if \( \mathcal{R}_1, \mathcal{R}_2 \) are \( \mu \text{MLL}^{\text{ind}} \) proof-nets then so is the following.

\[
\begin{array}{c}
\mathcal{R}_1 \\
\Gamma \rightarrow S \rightarrow \nu x . F
\end{array} \\
\begin{array}{c}
\mathcal{R}_2 \\
S^\perp \rightarrow F[S/x] \rightarrow \nu x . F
\end{array}
\]

We justify our choice further using the second-order encoding of \( \mu \text{MLL}^{\text{ind}} \). Recall that \( \nu x . F \) is encoded as \( \exists S . S \otimes ! (S^\perp \otimes [F][S/x]) \) where \( [F] \) is the inductive encoding of \( \mu \text{MLL}^{\text{ind}} \) formulas. The corresponding \( \text{LL}^2 \) proof-net is as follows.
Note that after three steps of sequentialisation we remove the box and after a fourth step we have exactly the same net as above up to the \( \nu \) node (and \( ?\Delta \) doors). In fact, the \( ?\Delta \) are natural and occur in \( \nu \) rules for \( \mu\text{LL}^\text{ind} \):

\[
\vdash \Gamma, S \vdash S^\perp, F[S/x], ?\Delta \quad \vdash \Gamma, \nu x.F, ?\Delta
\]

To sum up, \( \mu\text{MLL}^\text{ind} \) proof-nets are \( \text{MLL} \) with \( \mu \) and \( \nu \) as described above. DR-correctness is the same with one caveat that not only all \( \forall \) nodes are switched but also every second (or third) premise of a \( \nu \) node is switched. By correctness, the tensor hidden in the \( \nu \) node is always splitting, so one can sequentialise any bottommost \( \mu \) or \( \nu \) node. This also corresponds to the fact that in \( \mu\text{MALL}^\text{ind} \) proofs both \( \mu \) and \( \nu \) rules can be permuted down. Consequently, \( \mu\text{MLL}^\text{ind} \) nets are canonical i.e. they exactly characterise the equivalence up to permutation of inference rules.

We will briefly discuss the dynamics of \( \mu\text{MALL}^\text{ind} \) nets without delving into much detail. The reduction rule for the fixed point case is basically the desquentialisation of the corresponding key case in the sequent calculus. One can again justify this rule from the point of view of \( \text{LL}^2 \) proof-nets. In order to prove the cut-elimination, one needs to devise a measure on the set of \( \mu\text{MLL}^\text{ind} \) proof-nets. A straightforward adaptation of the measure defined in the proof of Theorem 7.2.3 works.

### 7.3.2 \( \mu\text{MLL}^\bowtie \) nets

The question of when are two proofs the same goes beyond the permutation of inference rules in the case of circular proofs. A non-wellfounded proof with finitely many subproofs admits several circular representations (cf. Figure 7.8). From an algorithmic perspective, there is a motivation to obtain the minimal representation of proof object. For instance, a regular tree can be seen as a deterministic automaton and one might choose the minimal deterministic automaton as its representation. However, such representations obfuscate proof-theoretic information.

In the following, we assume that two circular proofs that have the same unfoldings can be different. \( \mu\text{MLL}^\bowtie \) proofs are finite objects. In fact, they are wellfounded trees with some extra information. We start off by treating backedges as generalised axioms. Consider the proof-net in the Figure 7.8b and its desquentialisation Figure 7.9a. Note that to recover the backedges in the sequentialisation, one needs to ensure that in any sequentialisation there is a sequent of the form \( \vdash F\forall F,G \) that can be the target of the backedge originating from the source i.e. the generalised axiom \( \vdash F\forall F,G \). This is not necessarily true. The net can be sequentialised as follows:

\[
\vdash F,G \otimes G \quad \vdash F,G
\]

In this case, we never get the sequent \( \vdash F\forall F,G \). The standard technique to restrict the parallelism of proof-nets is the introduction of boxes. Consider the proof-net in the Figure 7.9b. The box ensures that the \( \mu \) node is sequentialised before the \( \nu \) node.
Desequentialisation is a two-step process. Suppose we are given a $\mu$MLL proof $\pi$. Construing sources of backedges as generalised axioms, $\pi$ is a $\mu$MLL proof possibly with generalised axioms. We desequentialise it as in Definition 7.2.3 and call the derived net $R$. Let $S$ be the set of all sequents in $\pi$ that are the target of a backedge in $\pi$. We will have a box $B_\Gamma$ for each $\Gamma \in S$. Note that $\Gamma$ corresponds to the set of wires in $R$. These are exactly the incoming wires of $B_\Gamma$. The box is smallest substructure that contains every $\bot$ node that is the source of a backedge that targets $\Gamma$. We now label these generalised axioms by $B_\Gamma$. Having as many boxes as target of backedges is enough sequentialisation information to ensure the faithfulness of backedges and labelling helps remove ambiguity during reconstructing backedges. Correctness therefore ensures if there are enough boxes along with DR-correctness.

Note that our use of boxes is similar to the ones in proof-nets with cycles considered in [Mon03]. In that work, a general fixed-point $Y$-combinator is added to polarised linear logic. In the sequent calculus, the combinator has the following rule that essentially types $Y$ as $(P \to P) \to P$ where $P$ is a positive formula and $\to$ is classical implication.

$$
\vdash \Gamma, P^\bot, P \\
\vdash \Gamma, P (Y)
$$

The corresponding node in proof-nets introduces a so-called $Y$-box.
We end this section by discussing two issues of the $\mu$MLL proof-nets that we introduced. Firstly, what we achieve is not entirely canonical. Not all circular proofs that are equivalent up to permutations of inference rules can be equated by a single proof-net. For example, the following proof-net has exactly two sequentialisations viz. one where every odd-numbered rule is a $\mu$ and every even-numbered rule is a $\nu$; another where every odd numbered rule is a $\nu$ and every even numbered rule is a $\mu$.

Clearly, there are several other permutations that are regular (and the set of permutations which is regular is strictly smaller than the set of all permutations since for example, the proof where every prime step is a $\mu$ and every composite step is a $\nu$ is non-regular).

The second issue is that circular proofs are not closed under cut-elimination. So, one cannot explore the dynamics of $\mu$MLL proof-nets. The solution to both these problems lies in devising more general structures viz. proof-nets for non-wellfounded proofs. We shall explore this in the next chapter.
7.4 Towards infinets

In this section, we discuss the potential pitfalls of extending the notion of proof-nets to the non-wellfounded setting. Let $\pi_\Delta$ be a proof of $\vdash \Delta, F$ where $F = \nu x.x \otimes (a \otimes a)\alpha$ for an arbitrary address $\alpha$.

We first consider $\pi_\emptyset$. Now, if we naively translate it into a proof structure using the same recipe as Definition 7.2.3, we have $\text{dsq}(\pi_\emptyset) = (\Gamma, \emptyset, \Theta)$ where

$$\Gamma = \left\{ \psi_{\alpha}\left((i(i))^{r(l+r)+(i(i))}\right) \right\}; \quad \Theta = \{\alpha i(l)i^nrl, i(l)i^nrr\}_{n \geq 0}.$$

Observe that $(il)^\omega$ is not in any partition. In fact, it represents a thread in an infinite branch and must be accounted for. Hence the partition should be equipped to account for the threads invariant by an infinite branch in a proof (in particular, in the example above there should be a singleton partition $\{(il)^\omega\}$). This is also the reason we will not use the graphical presentation for non-wellfounded proof-nets since we would potentially need to join two infinite paths by a node of which we are not aware of any rigorous graph-theoretic treatment. However, we will sometimes draw the “graph” of non-wellfounded proof-nets for ease of presentation by using ellipsis points to brush the technical difficulty under the carpet.
In Section 7.1, we formulated a proof-net as a set of formula occurrences, together with an order (the subformula ordering, representing which formula was deduced from which other formulas) and distinguished sets of formulas, representing the conclusions, axioms, and cuts. In particular, an axiom is just a set of two dual formulas. As discussed above, this set of data is not sufficient for desquentialising non-wellfounded proofs and as such, we need to introduce infinite axioms. Infinite axioms can be thought of as additional limit points at infinity to which the rays converge. We denote such infinite axioms by $\text{ax}_\infty$ in our graphical presentation.

Now consider $\Delta = \{b, \beta\}$ where $b$ is an atom and $\beta$ is an address disjoint with $\alpha$. The infinite branch of $\pi_\Delta$ has $b, \beta$ occurring infinitely often. This information is germane to its desequentialisation i.e. a faithful translation of $\pi_\Delta$ would therefore look something like:

This can be justified in two ways. Firstly, without $b, \beta$ being connected to the infinite axiom, the net could not be DR-correct. Secondly, without the information that $b, \beta$ remains in the infinite branch forever, one can spuriously sequentialise to proofs where $b, \beta$ goes to the right premisse of one of the tensor rules. Such proofs will not be permutatively equivalent with $\pi_\Delta$ and therefore, such a notion of proof-nets would quotient more than the commutation of inference rules.

### 7.4.1 The different types of infinite axioms

Therefore, at least as a first approximation, infinite axioms are the invariant of the infinite branches of pre-proofs, which we can picture graphically as a cell “above” a ray in a non-wellfounded proof-structure. This would correspond to a thread in the corresponding non-wellfounded proof.

Consider the proof $\pi'$ of $\vdash F, \nu x.x_\alpha$ in Figure 7.10a where $F$ is an arbitrary formula and $\alpha$ is an arbitrary address. Note that we do not explicitly mention the addresses in the proof (but they can be easily reconstructed by the reader). Imagine one desquentialised as usual and also takes into account the thread $\tau = \{\nu x.x_\alpha\}_n\in\infty$. Then, we have the proof structure in Figure 7.10b. It has two connected components, one with an infinite axiom “above” the ray of $\nu$ nodes (corresponding to $\tau$) and second, an undirected ray, say $\rho$, of alternating axioms and cuts. This breaks DR-correctness.

Observe that every $F$ introduced by a cut resides with $\tau$ in the infinite branch of $\pi'$. This information is lost in translation. Since we envisage infinite axioms as capturing the invariant of an infinite branch, $\rho$ should be included in the infinite axiom in a correct desquentialisation. Paths like $\rho$ alternating through axioms and cuts are called visitable paths. The dyadic notion in proofs corresponding to visitable paths are trips which we indicate by the blue curve in Figure 7.10a.

Cuts and tensors are geometrically quite similar; so, it is not very surprising that visitable paths can be formed using tensor nodes as well. In particular, a similar situation as above can be reproduced using tensors unfolded by some fixed point formula. Consider the proof $\pi''$ of $\vdash H, a_\beta$ in Figure 7.10c where $H = (a \otimes a_\beta^+)(\nu x.x_\alpha\otimes a^0)$, and $\alpha, \beta$ are arbitrary disjoint addresses. As before, we do not explicitly indicate the addresses of every suboccurrence occurring in the proof. Consider the proof structure in Figure 7.10d, the naive desquentialisation of $\pi''$. The failure of DR-correctness is less obvious in this instance. Consider the switching where every $\otimes$ switches to the left (i.e. the right outgoing edge of every par is severed). Therefore, here as well, the visitable path of alternating axioms and tensors should be ported into the infinite axiom above the ray of alternating $\nu$ nodes and $\otimes$ nodes.
Linear logic with fixed points

It is not clear apriori that visitable paths are invariants of infinite branches which are supported by a thread. Consider the pre-proof $\pi$ in Figure 7.11a. It proves a sequent $\vdash A, A^\bot$ by never operating on these formulas but delaying infinitely this treatment using cuts. From this perspective, it could be desequentised naively as in Figure 7.11b. The pre-proof has two trips (following each formula as they are cut and introduced by axioms), just as the proof-structure has two visitable paths.

Nonetheless, we can argue as before that an infinite axiom should be atop the two visitable paths, representing that the two formulas $A$ and $A^\bot$ are infinitely pushed away together: viewed in this way, the pre-proof $\pi$ represents an infinitely cut-expanded axiom.

However, we have no infinite branch in the proof-structure of Figure 7.11b to support an infinite axiom. We need to introduce a new kind of infinite axiom as in Figure 7.11c which is not “above” an infinite ray — we call it a virtual axiom. We will thus distinguish between infinite axioms that are supported by a straight thread (which we will call real axioms) and infinite axioms supported by visitable paths (virtual axioms). Just as real infinite axioms, virtual axioms can also contain formula occurrences with finite addresses (indeed, consider $\pi$ with an arbitrary formula added in the conclusion sequent and pushed through all the cuts). In both cases, an infinite axiom is the invariant (under permutation of inference rules) of an infinite branch (of a pre-proof).

### 7.4.2 Higher-order trips

A final difficulty arises in the process of inventing infinitary proof structures. Consider the pre-proof in Figure 7.12a: it consists of an infinite sequence of the unfolding of a fixpoint such that, between two unfoldings, a cut introduces the infinite pre-proof $\pi$ of conclusion $\vdash A, A^\bot$ studied in the last paragraph: as said there, it can be interpreted as an infinitely expanded axiom.

Let us imagine what the procedure to desequentise the pre-proof in Figure 7.12a would look like, in particular, to compute the visitable paths and the infinite axioms. Typically one can imagine starting by tracing the sequents in such a way that they mimic the dynamics of a trip thereby recognising the infinitely many visitable paths from the infinitely many trips (each occurrence of $\pi$ generating two maximal trips). The proof-net, at this point, is disconnected. In particular, the real axiom with the $\nu$-thread is disconnected from all the cut occurrences, a geometry similar to the net in Figure 7.10b.

Recall $\pi$ is akin to an axiom expansion, hence one can imagine bouncing on it going up via $A$ and down via $A^\bot$ as if it were a generalised axiom. Therefore, a second parse through the proof in Figure 7.12a reveals a higher-order trip (indicated in blue) which bounces through each copy of $\pi$ by going up the blue trip and down the red trip of Figure 7.11a, and keeps going up. This trip corresponds to a higher-order visitable path. This path is grafted with the real axiom above the infinite $\nu$-ray. We distinguish this trip/visitable path from the ones discussed above by using a stratification. Every trip/visitable path of a particular level $\ell$, where $\ell \in \text{Ord}$.

We bookend this discussion by summarizing the terms introduced: they go by dyadic pairs, one in a pre-proof, and its corresponding notion in non-wellfounded proof-structures.
Figure 7.12: Exhibiting higher-order trips and visitable paths. Here $\pi$ is the pre-proof in Figure 7.11a.

<table>
<thead>
<tr>
<th>Pre-proofs</th>
<th>Non-wellfounded Proof-structures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axioms</td>
<td>Finite axiom links</td>
</tr>
<tr>
<td>Branches supported by threads</td>
<td>Real axioms</td>
</tr>
<tr>
<td>Branches not supported by threads</td>
<td>Virtual axioms</td>
</tr>
<tr>
<td>Trips</td>
<td>Visitable paths</td>
</tr>
</tbody>
</table>
Chapter 8

The genesis of infinets
(The kingdom strikes back)

In this chapter, we describe the first truly infinite class of $\mu$MLL proof-nets. We consider a fragment of $\mu$MLL $\_\infty$ viz. one which does not have trips. In Section 8.1, we formalise this fragment of $\mu$MLL $\_\infty$. In Section 8.2, we define the appropriate notion of proof-nets for this fragment generalising the proof-nets in the previous chapter. The non-wellfoundedness provides several challenges, one of which is a more involved correctness condition. This correctness condition is introduced and shown to be complete with respect to sequentialisation in Section 8.3. In Section 8.4, we show that the objects we define are indeed canonical. Finally, in Section 8.5 and Section 8.6, we restrict and generalise this class of non-wellfounded proof-nets respectively. Section 8.5 considers a finitely presented fragment and proves some decidability results and connections with circular proofs. In Section 8.6, we introduce general non-wellfounded proof-nets that potentially contain objects corresponding to trips.

8.1 Trips and simple proofs

Girard’s original correctness criterion for proof-nets was the long-trip criterion [Gir87a]. He envisioned each link of a proof-net as a router, having as ports the formulae that are premisses or conclusions of the link. Each link is associated with a set of routing rules that tell us from which port we come out when we enter from a given port. Axiom and cut have a fixed behaviour, while tensor and par have two possible behaviours, determined by a local switch. Starting from any node one travels along a path that visits a formula at-most once in each direction. These paths are called trips.

Trips can in fact be seen as some kind of operator acting on the proof. We define similar paths on proofs. Suspecting a connection with Girard’s trips, we pre-emptively call our paths trips as well.

Definition 8.1.1. Given a pre-proof $\pi$, a pre-trip starting from $F$ is a sequence $\tau = \{(s_i , F_i , d_i)\}_{i \in \lambda}$, $\lambda \in \omega + 1$, where $s_i$ is a sequent in $\pi$, $F_i \in s_i$ and $d_i \in \{\uparrow, \downarrow\}$ such that $F_0 = F$, $d_0 = \uparrow$ and for every $i \in \lambda$ exactly one of the following holds:

- $d_i = d_{i+1} = \uparrow$, $s_{i+1}$ is a premise of $s_i$ and $F_{i+1} \subseteq F_i$.
- $d_i = d_{i+1} = \downarrow$, $s_i$ is a premise of $s_{i+1}$ and $F_i \subseteq F_{i+1}$.
- $d_i = \uparrow, d_{i+1} = \downarrow$, and $s_i = s_{i+1}$.
- $d_i = \downarrow, d_{i+1} = \uparrow$, $s_i$ and $s_{i+1}$ are the premises of a (cut) rule on $F_i$ and $F_{i+1}$.
- $d_i = \downarrow, d_{i+1} = \uparrow$, $s_i$ and $s_{i+1}$ are the premises of a $\otimes$ rule with auxiliary occurrences $F_i$ and $F_{i+1}$.

Furthermore $\tau$ satisfies that for every $i, j \in \lambda$, there does not exist a sequent, $s$, in $\pi$ such that $F_i \otimes F_j \notin s$.

Definition 8.1.2. Let $\tau$ be an infinite pre-trip of a pre-proof $\pi$. Let $\gamma$ be an infinite branch of $\pi$. $\tau$ is said to be associated with $\gamma$ if there exists an infinite subsequence $\{(s_i , F_i , d_i)\}_{i \in \omega}$ of $\tau$ such that $\{s_i\}_{i \in \omega}$ is a subsequence of $\gamma$. 
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Proposition 8.1.1. Let \( \tau \) be an infinite pre-trip of a pre-proof \( \pi \) and \( \gamma_1, \gamma_2 \) be two infinite branches of \( \pi \) such that \( \tau \) is associated with both of them. Then \( \gamma_1 \) and \( \gamma_2 \) coincide on infinitely many sequents. In other words, \( \tau \) is associated with a unique branch modulo some finite prefix.

Proof. Suppose not. Then it contains infinitely many sequents from two diverging infinite branches, \( \gamma_1 \) and \( \gamma_2 \), of \( \pi \). Let \( \gamma \) be the finite common prefix of \( \gamma_1 \) and \( \gamma_2 \). By construction, there is a tensor or a cut rule in \( \gamma \) such that it has premises \( s_1 \) and \( s_r \) respectively and it introduces \( F_1 \) and \( F_r \) respectively such that \( s_1 \) and \( s_r \) occur infinitely often in the pre-trip. By construction, during a downward travel via \( s_1 \) (respectively \( s_r \)), in order to change directions, the trip must be through \( F_1 \) (respectively \( F_r \)) rather than any other occurrence of \( s_1 \) (respectively \( s_r \)). Similarly, during the immediately succeeding upward travel, the trip must be through \( (s_1, F_1, \uparrow) \). So, there is a finite pre-trip starting from \((s_1, F_1, \uparrow)\) and \((s_r, F_r, \downarrow)\). Schematically this finite trip looks like the following where \( s_1 = s_r \) and \( F_1 = F_r \).

We will show by induction on \( n \) that such a finite pre-trip cannot exist.

Base case. We have \( F_1^1 = F_r \). Then, \( G_1 \) and \( G_1' \) are suboccurrences of \( F_r \). Let \( G \) be the suboccurrence which is the greatest common prefix of \( G_1 \) and \( G_1' \) in the FL-graph of \( F_r \). The outermost operator of \( G \) must be either a par or a tensor. In case it is a par, the finite pre-trip goes through two premises of \( G \) which is not allowed. If it is a tensor, then \( G_1 \) and \( G_1' \) go to different sequents which is not possible.

Induction case. Then, \( G_1 \) and \( G_n' \) are suboccurrences of \( F_r \). Let \( G \) be the suboccurrence which is the greatest common prefix of \( G_1 \) and \( G_n' \) in the FL-graph of \( F_r \). The outermost operator of \( G' \) must be a tensor (par is ruled out in the same way as in the base case). Let \( G = H \otimes H' \). Since the finite pre-trip goes through \( G \), \( \{H, H'\} = \{F_1^m, F_r^n\} \) for some \( m < n \). But then we can follow \( F_1^m \) down to \( F_r \) (since \( G \) is a suboccurrence of \( F_r \)). Hence we must have a shorter finite pre-trip of the above form. By induction hypothesis that does not exist.

Hence an pre-trip can be associated with at most one infinite branch. Further observe by the above argument every sequent is repeated at most finitely often in a pre-trip, so a trip visits higher and higher (or deeper depending on one’s perspective) sequents. Hence there is exactly one infinite branch associated with every pre-trip.

Definition 8.1.3. Let \( \tau = \{(s_i, F_i, d_i)\}_{i \in \lambda}, \lambda \in \omega + 1 \) be a pre-trip and \( \zeta \) be some ordinal. A trip is a pre-trip \( \tau \) such that for some ordinal \( \zeta \), \( \tau \) is a trip of level \( \zeta \). A trip of level \( \zeta \) is defined by transfinite induction on \( \zeta \) as follows.

- \( \zeta = 0 \) and for all \( i \in \lambda \) such that \( d_i = \uparrow \) and \( d_{i+1} = \downarrow \), \( s_i = s_{i+1} = \{F_i, F_{i+1}\} \) is the conclusion of an \((\text{id})\) rule.

- \( \zeta \neq 0 \) and for all \( i \in \lambda \) such that \( d_i = \uparrow \) and \( d_{i+1} = \downarrow \), there exists trips \( \tau' = \{(s'_i, F'_i, d'_i)\}_{i \in \lambda}, \tau'' = \{(s''_i, F''_i, d''_i)\}_{i \in \lambda}, \lambda' \) of level \( \zeta' \) such that \( \zeta' < \zeta \), \( (s_i, F_i, \downarrow) = (s'_i, F'_i, \downarrow) \), \( (s_{i+1}, F_{i+1}) = (s''_i, F''_i, \downarrow) \), and \( \tau' \) and \( \tau'' \) are associated with the same infinite branch of \( \pi \).

Definition 8.1.4. A trip with infinitely many terms of the form \( (s, F, \downarrow) \) for some \( s \) and \( F \) is said to be an s-trip. A simple \( \mu \text{MALL}^\infty \) pre-proof is a pre-proof that does not contain any s-trips.

Remark 8.1.1. Bouncing threads in [BDKS1] are special types of s-trips of level 0.

Example 8.1.1. Consider the proof \( \pi \) in Figure 7.10c. Let \( \varphi = \forall X.\forall \bar{X} (a \otimes a^2) \). Formally, the unique maximal s-trip in \( \pi \) is the following sequence.
Example 8.1.2. Define \( \pi_1 \) to be the pre-proof in Figure 7.11. We inductively define \( \pi_n \) as follows:

\[
\begin{align*}
\pi_{n-1} & \quad \vdash A, A^\perp \\
\vdash A, A^\perp & \quad \vdash A, A^\perp \\
\vdash A, A^\perp & \quad \vdash A, A^\perp
\end{align*}
\]

Now define \( \pi_\omega \) as follows. Let \( [C_i] = [A] \) for all \( i \in \mathbb{N} \).

\[
\begin{align*}
\pi_1 & \quad \vdash C_1, C_1^\perp \\
\pi_2 & \quad \vdash C_2, C_2^\perp \\
\vdash C_1, C_2^\perp & \quad \vdash C_1 \\
\vdash C_2, C_3^\perp & \quad \vdash C_2 \\
\vdash C_3, C_3^\perp & \quad \vdash C_3 \\
\vdots & \quad \vdots
\end{align*}
\]

We note that \( \pi_\omega \) has the following s-trip of level \( \omega \).

\[
\begin{align*}
\{C_1\}, C_1, & \uparrow \\
\{C_1, C_2^\perp\}, C_1, & \uparrow \\
\{C_1, C_2^\perp\}, C_2^\perp, & \downarrow \\
\{C_2\}, C_2, & \uparrow \\
\{C_2, C_3^\perp\}, C_3, & \uparrow \\
\{C_2, C_3^\perp\}, C_3^\perp, & \downarrow \\
\{C_3\}, C_3, & \uparrow \\
\vdots & \vdots
\end{align*}
\]

The bulk of the theory that will be developed in this chapter and the subsequent one is for simple proofs. Note that on the one hand, Girard invented Geometry of Interaction, an operational semantics, by encoding the process of cut elimination at the level of trips [Gir89]. On the other hand, trips have been used to yield the coherent interpretation of a proof-net, without transiting through sequentialisation [Gir87a]. Thus, the exclusion of trips in our work possibly signifies the exclusion of some significant computational and denotational content.
8.2 Simple non-wellfounded proof structures

In this subsection, we define the geometric counterpart to simple proofs viz. simple proof-structures. The definitions have been designed in such a way that they look like an extension of the nets defined in Section 7.2. To our knowledge, these are the first non-wellfounded proof-nets in the literature. Notwithstanding, we note that our notion of infinite axioms is similar to the notion of coaxioms in [ADZ17a, ADZ17b] and that of limit sequents in [HK22].

Definition 8.2.1. A simple \( \mu \text{MLL}^\infty \) proof-structure is a 4-tuple \( (\{F_i^U\}_{i \in \lambda}, \mathcal{R}, \Theta_f, \Theta_{inf}) \) where:

- \( \lambda \in \omega + 1 \);
- for all \( i \in \lambda \), \( F_i^U \) is a partial syntax tree with \( U_i \subset \{l, r, i\}^\infty \); \( \{F_i\}_{i \in \lambda} \) is called the set of doors.
- \( \mathcal{R} \) is the set of cuts i.e. a (possibly empty) set of disjoint subsets of \( \{F_i\}_{i \in \lambda} \) of the form \( \{C, C^\perp\} \);
- \( \{F_i\}_{i \in \lambda} \backslash \bigcup_{\theta \in \mathcal{R}} \theta \) is a finite set.
- \( \Theta_f \) is the set of axiom links i.e. each element of \( \Theta_f \) is pair of dual addresses;
- each element of \( \Theta_{inf} \) are sets of words containing at least one infinite word (from \( \{l, r, i\}^\infty \));
- \( \theta \in \Theta_f \cup \Theta_{inf} \) is a partition of the set of leaves, \( \mathcal{L} = \bigcup_{i \in I} \{\alpha_i u_i | \, \text{addr}(F_i) = \alpha_i, u_i \in U_i\} \).

Definition 8.2.2. Let \( \pi \) be a simple \( \mu \text{MLL}^\infty \) pre-proof of the sequent \( \vdash \Gamma \). The desequentialisation of \( \pi \), denoted \( \text{dsq}(\pi) \), is given by \( (\{F_i^U\}_{i \in \lambda}, \mathcal{R}, \Theta_f, \Theta_{inf}) \) such that:

- for any cut in \( \pi \) that introduces two occurrences, \( C \) and \( C^\perp \), we have that \( \{C, C^\perp\} \in \mathcal{R} \);
- \( \{F_i\}_{i \in \lambda} = \Gamma \cup \bigcup_{\theta \in \mathcal{R}} \kappa \) where \( \lambda = [\Gamma \cup \mathcal{R}] \);
- for every \( i \in \lambda \), \( U_i = \text{addr}(F_i)^{-1}\text{addr}(\pi) \);
- for every infinite branch \( \gamma \) in \( \pi \), there is some \( \theta \in \Theta_{inf} \) that is the largest subset of \( \mathcal{L} \) such that for every \( \text{addr}(F).u \in \theta \):
  - either \( u = u_1 u_2 \ldots \) is an infinite word and \( \{(F, u_1 \ldots u_i)\}_{i \in \omega} \) is a thread of \( \gamma \); or,
  - \( u \) is a finite word and \( (F, u) \) occurs in infinitely many sequents along \( \gamma \).

Note that simple proof-structures are not defined coinductively; therefore, desequentialisation cannot be defined as a coinductive process. In contrast, wellfounded proofs are inductive objects and desequentialisation of a wellfounded proof is a recursive process. In fact, as a dual of this, we will see that sequentialisation of a simple proof-structure into a non-wellfounded pre-proof (which are coinductive objects) is a corecursive process.

Proposition 8.2.1. Let \( \pi \) be a \( \mu \text{MLL}^\infty \) pre-proof with no virtual branches. Then, \( \text{dsq}(\pi) \) is a simple \( \mu \text{MLL}^\infty \) proof-structure.

Proof. Since \( \pi \) has no virtual branches, every infinite branch is supported by a thread. Thus, by construction, for any \( \theta \in \Theta_{inf} \) (if non-empty at all), \( \theta \) satisfies the condition that it contains at least one infinite word.

We will now show that \( \Theta_f \cup \Theta_{inf} \) is a partition of \( \mathcal{L} \). Note that \( \mathcal{L} = \text{addr}(\pi) \). Every finite word in \( \text{addr}(\pi) \) is either an address of an occurrence in an axiom or an address of an occurrence that remains in an infinite branch forever. In both cases, it is in some \( \theta \in \Theta_f \cup \Theta_{inf} \). Let \( w \in \text{addr}(\pi) \) be an infinite word. Then, all the strict prefixes of \( w \) are addresses of occurrences appearing in \( \pi \). It is easy to see that these occurrences form a thread. Then, by construction, there is some \( \theta \in \Theta_{inf} \) such that \( w \in \theta \). Now we show that for any \( \theta, \theta' \in \Theta_f \cup \Theta_{inf} \), \( \theta \cap \theta' = \emptyset \). Suppose not. Let \( w \in \theta \cap \theta' \). If \( w \) is a finite word, this means the occurrence corresponding to \( w \) occurs two different branches of \( \pi \) which are not prefixes of each other. This is not possible in the multiplicative fragment. Then, \( w \) is infinite. By
construction, $\theta, \theta'$ correspond to two branches $\beta, \beta'$ in $\pi$. Let the sequent $\Gamma$ be the greatest common prefix of $\beta$ and $\beta'$. There is an occurrence $\varphi_{w'} \in \Gamma$ such that $w'$ is a prefix of $w$. Furthermore, since $w \in \theta$ and $w \in \theta'$, there are two premisses immediately above $\Gamma$ both containing the same occurrence. Contradiction!

**Definition 8.2.3.** A simple infinit is a simple $\mu$MLL\textsuperscript{∞} proof-structure that is the desequentialisation of some simple proof.

We retain the progress condition from the sequent calculus and lift Definition 4.2.6 to simple $\mu$MLL\textsuperscript{∞} proof-structures. Fix a simple $\mu$MLL\textsuperscript{∞} proof-structure $\mathcal{R} = (\{F_i\}_{i \in \lambda}, \mathfrak{r}, \Theta_f, \Theta_{inf})$.

**Definition 8.2.4.** Let $\theta \in \Theta_{inf}$ be an infinite axiom of $\mathcal{R}$ and let $w = \alpha u_1 u_2 \ldots$ be an infinite word in $\theta$ such that $\text{addr}(F) = \alpha$ for some door $F$ of $\mathcal{R}$. Let $\sigma = \{(F, u_1 u_2 \ldots u_i)\}_{i \in \omega}$. We say that $w$ is progressing if the outermost connective of the smallest formula occurring infinitely often in $\sigma$ is $\nu$.

**Definition 8.2.5.** $\mathcal{R}$ is said to be progressing if for all $\theta \in \Theta_{inf}$, there exists $w \in \theta$ such that $w$ is progressing.
8.3 Correctness criterion

A correctness criterion characterises the class of proof-nets within the class proof-structures. In particular, it is a sufficient condition for sequentialisation. What does it mean to be a necessary condition for sequentialisation? It means whatever algorithm one chooses to sequentialise, this is the bare minimum set of conditions required.

Since $\mu\text{MLL}^*$ sits inside $\mu\text{MLL}^\infty$ as sets of proofs, the correctness condition of $\mu\text{MLL}^*$ proof-structures is a necessary condition for sequentialising $\mu\text{MLL}^\infty$ proof-structures. We lift DR-correctness straightforwardly. In other words, Definitions 7.2.4, 7.2.6 and 7.2.7 are the same as in $\mu\text{MLL}$. Indeed, the larger class of $\mu\text{MLL}^\infty$ infinites satisfies the acyclicity part of DR-correctness. The proof technique is exactly the same as the proof of Lemma 7.2.1. However, connectedness does not hold anymore for the whole class of $\mu\text{MLL}^\infty$ proof-structures.

The problem is that, unconstrained, the class of pre-proofs is difficult to manage. Consider the following pre-proof.

\[
\vdash \mu x.x, \nu x.x \\
\vdash \mu x.x, \nu x.x \quad (\text{cut}) \\
\vdash \mu x.x, \nu x.x \quad (\mu) \\
\vdash \mu x.x, \nu x.x \quad (\nu)
\]

The translation is critically disconnected:

One can wonder if this strange phenomenon is due to the fact that this pre-proof is non-progressing or due to infinitely many cuts. To nip that suspicion in its bud, we encode the infinitely many cuts using a greatest fixed point formula $\phi = \nu y.(y \otimes (\nu x.x) \otimes (\mu x.x))$ as follows.

\[
\pi = \vdash \mu x.x, \phi, \nu x.x \quad (\otimes) \\
\vdash \mu x.x, \phi, \nu x.x \quad (\otimes) \\
\vdash \nu x.x, \phi, \mu x.x \quad (\otimes) \\
\vdash \nu x.x, \phi, \mu x.x \\
\vdash \mu x.x, (\phi \otimes (\mu x.x)) \otimes (\nu x.x) \quad (\mu) \\
\vdash \mu x.x, (\phi \otimes (\mu x.x)) \otimes (\nu x.x) \quad (\nu)
\]

The reader can convince themselves that (i) $\pi$ satisfies the progress condition and (ii) for any switching $sw$, the orthogonal $G_{\pi}^{sw}$ is not connected where $R = dsq(\pi)$. Geometrically, this pre-proof is essentially encoding a sort of infinitary mix rule:

\[
\vdash \mu x.x, (\mu_0) \\
\vdash \mu x.x, (\mu_2) \\
\vdash \mu x.x, (\mu) \\
\vdash \mu x.x, \nu x.x \quad (\nu)
\]

However, we do have some understanding of desequentialisation of arbitrary simple pre-proofs.

**Lemma 8.3.1.** Let $\pi$ be a simple $\mu\text{MLL}^\infty$ proof and let $R = dsq(\pi)$. For all switchings $sw$, the orthogonal $G_{\pi}^{sw}$ is acyclic.

We omit the proof as it is proved exactly the same way as Lemma 7.2.1. In terms of connectedness, this is as far as we can go.

This is an issue, since in order to define correctness one needs to make sure that the disconnectedness is indeed due to the encoding of an infinitary mix rule. Suppose a proof-structure has the following component:
With the absence of an explicit mix, it is not clear how to sequentialise this. In fact, it depends on the other components of the proof-structure if it is sequentialisable at all. The theory of proof-nets with mix is well developed [FR94, Bel97] but they do not scale to our situation. Consequently, we restrict our study to DR-correct $\mu$MLL$^\infty$ proof-structures. Finally, we conjecture the following.

Open Question

Let $\pi$ be a simple $\mu$MLL$^\infty$ proof and let $R = dsq(\pi)$. For all switchings $sw$, the orthogonal graph $G_{\pi}\Theta$ is either connected or has infinitely connected components.

For the rest of this thesis, we assume that we are working with DR-correct $\mu$MLL$^\infty$ proof-structures. However, in this infinitary setting, DR-correctness is not sufficient to ensure sequentialisation. Let $F = \nu x. x \otimes x\alpha$ and $G = a \otimes b\beta$. Consider the $\mu$MLL$^\infty$ proof-structure, $R = (\{F^U, G^{(l+r)}\}, \varnothing, \Theta)$ where,

$$U = (i(l + r))^\omega;$$
$$\Theta = \{\{\alpha(i)^\omega, \beta l\}, \alpha(U \setminus (il)^\omega) \cup \{\beta r\}\} .$$

Note that for any switching $sw$ of $R$, $[SW] = \{\{\alpha u\} | u \in U\} \cup \{\beta l, \beta r\}$. It is easy to check now that $R$ is DR-correct. But $R$ does not have a faithful sequentialisation i.e. for all proofs $\pi$ that $R$ can be sequentialised into, we have that $dsq(\pi) \neq R$. This is because any faithful sequentialisation must have a $\otimes$ rule where $G$ is the principal occurrence at some point. Now let us examine the left sequent of this rule. Either there are one (or more) suboccurrence(s) of $F$ in the context of $a$ in which case these suboccurrence(s) will produce infinitely many threads and $\{\alpha(il)^\omega, \beta l\}$ cannot be an axiom; or, there are no suboccurrences of $F$ in the context of $a$ in which case, it is not a provable sequent.

**Definition 8.3.1.** Let $R = (\Gamma, \mathcal{R}, \Theta_f, \Theta_{inf})$ be a DR-correct $\mu$MLL$^\infty$ proof-structure and $\mathbb{F}_R$ be the set of occurrences of $R$ such that their addresses do not occur in $\Theta_f \cup \Theta_{inf}$. $R$ is said to be lock-free if for all occurrences $F \in \mathbb{F}_R, \{F \ll G \mid G \in \mathbb{F}_R\}$ is finite.

The reader is encouraged to convince themself that the notions of subnets, empires, and kingdoms lift straightforwardly from Chapter 7 to DR-correct $\mu$MLL$^\infty$ proof-structures. We check if the $\mu$MLL$^\infty$ proof-structure described above is lock-free. Note that for all formulas $F' \in FL(F) \cap \mathbb{F}_R$, we have that $G \ll F'$. There are infinitely many such $F'$ (one for each word of $(i(l+r))^\omega$) hence the proof-structure is not lock-free.

**Theorem 8.3.1.** Let $\pi$ be a simple $\mu$MLL$^\infty$ proof and let $R = dsq(\pi)$. Then, $R$ is lock-free.

**Proof.** Let $\pi$ be an occurrence in $\pi$ such that neither $F$ occurs in an axiom in $\pi$ nor is it ultimately inactive in an infinite branch of $\pi$. Consequently, $F \in \mathbb{F}_R$. Let $G$ be an occurrence such that $F \ll G$. In other words, $F \in \mathcal{R}(G)$. Let $\Delta$ be the sequent in $\pi$ (possibly the conclusion of $\pi$) where $G$ is introduced. Let $\pi'$ be the subproof rooted at $\Gamma$. Then, $dsq(\pi')$ is a subnet of $R$. Furthermore, it contains $G$ as a door; so, $\mathcal{R}(G) \subseteq dsq(\pi')$. Therefore, $F \in dsq(\pi')$. Consequently, $F$ occurs in $\pi'$. If there are infinitely many such $G$, then they are introduced higher and higher in $\pi$. Therefore, $F$ occurs in higher and higher subproofs of $\pi$. This contradicts the fact that $F$ is not ultimately inactive in an infinite branch of $\pi$. $\square$

There is an alternate characterisation of lock-freeness for nets. Fix a DR-correct $\mu$MLL$^\infty$ proof-structure $R = (\{F_i\}_{i \in \lambda}, \mathcal{R}, \Theta_f, \Theta_{inf})$ and let $F$ be the set of its occurrences.

**Definition 8.3.2.** For any $u_i \in U_i, u_j \in U_j$, we say that $(u_i, u_j)$ is a coherent pair if there exists $\theta \in \Theta_f \cup \Theta_{inf}$ such that $\{\alpha_i u_i, \alpha_j u_j\} \subseteq \theta$ where $\text{addr}(F_i) = \alpha_i$ and $\text{addr}(F_j) = \alpha_j$.\footnote{We borrow the terminology from concurrent programs.}
Definition 8.3.3. A switching path is an undirected path in a partial syntax tree such that it does not go consecutively through the two premises of a $\otimes$ formula occurrence. Switching paths that do not go consecutively through the two premises of a $\otimes$ formula occurrence are called straight switching paths. Two straight switching paths $\rho$ and $\rho'$ are said to be coherent if there exists $u, u' \in \Theta_f \cup \Theta_{inf, f}$ such that $\{u, u'\} \subseteq \emptyset$.

Definition 8.3.4. A switching sequence is a finite sequence $\sigma = \{(\gamma_i, \delta_i)\}_{i \in [n]}$ of pairs of switching paths such that:

- for all $i \in [n]$, $\gamma_i$ and $\delta_i$ are coherent, and
- for all $i \in [n - 1]$, there exists a switching path $\rho$ connecting $\delta_i$ and $\gamma_{i+1}$.

Two occurrences, $F = (F_i, u)$ and $G = (F_j, u')$, are said to be connected by the switching sequence, $\sigma$, if $\text{src}(\gamma_1) = u$ and $\text{tgt}(\gamma_n) = u'$.

For ease of presentation, we restrict ourselves to the case when $\mathcal{R}$ is finite. Define

$$T = \{F \in F_\mathcal{R} | F = G \otimes H\}$$
$$P = \{F \in F_\mathcal{R} | F = G \otimes H\}$$

Definition 8.3.5. Let $A \otimes B \in \mathcal{P}$ and $C \otimes D \in \mathcal{T}$. $A \otimes B$ is said to be $t$-connected to $C$ if there exists switching sequences $\sigma, \sigma'$ such that they do not go through $A \otimes B$ and either one of the following holds:

- $A$ is connected to $C$ by $\sigma$ and $B$ is connected to $D$ by $\sigma'$; or,
- $A$ is connected to $D$ by $\sigma$ and $B$ is connected to $C$ by $\sigma'$.

If we wanted to incorporate cuts, we would need to update $T$ as $\{F \in F_\mathcal{R} | F = G \otimes H\} \cup \mathcal{R}$ and modify the definition of $t$-connectedness accordingly.

Definition 8.3.6. The dependency graph of $\mathcal{R}$, denoted $\text{DepGrph}(\mathcal{R})$, is the directed graph $(V, E)$ such that:

- $V = T \cup P$;
- for every $F, G \in V$, $E(F, G)$ if $F \in T$, $G \in P$, and $G$ is $t$-connected to $F$; and,
- for every $F, G \in V$, $E(F, G)$ if $F$ is a suboccurrence of $G$.

Theorem 8.3.2. $\mathcal{R}$ is lock-free if $\text{DepGrph}(\mathcal{R})$ has a finite degree and does not contain a ray.

Proof. Let $E(F, G)$ in $\text{DepGrph}(\mathcal{R})$. We claim that $F \in \mathcal{W}(G)$. If $F$ is a suboccurrence of $G$ then we are done since kingdoms are upward closed. Otherwise, let $F = A \otimes B \in T$ and $G = C \otimes D \in \mathcal{P}$ such that $G$ is $t$-connected to $F$. Wlog, assume $A$ and $C$ are connected and $B$ and $D$ are connected. So, $C \in \mathcal{W}(A)$ (and $D \in \mathcal{W}(B)$). Therefore, $A \in \mathcal{W}(A) \cap \mathcal{W}(G)$. By Lemma 7.2.2, $\mathcal{W}(A) \cup \mathcal{W}(G)$ is a subnet of $\mathcal{R}$. Suppose $F \notin \mathcal{W}(G)$ and $G \in \mathcal{W}(A)$. Then $\mathcal{W}(A) \cup \mathcal{W}(G)$ is a subnet with door $A$, which is larger than $\mathcal{W}(A)$, since it contains $G$, contradicting the definition of empires. Therefore, either $F \notin \mathcal{W}(G)$ or $G \notin \mathcal{W}(A)$. Reasoning similarly as above using the fact $D \in \mathcal{W}(B)$, we have $G \in \mathcal{W}(B)$. So, $G \in \mathcal{W}(A) \cap \mathcal{W}(B)$ which implies $D \in \mathcal{W}(A)$ and $C \in \mathcal{W}(B)$. Then, $C \in \mathcal{W}(A)$ and $D \in \mathcal{W}(B)$; noting, $F \notin \mathcal{W}(A)$, this contradicts the DR-correctness of $\mathcal{W}(A)$ (and similarly also of $\mathcal{W}(D)$). Therefore, $F \notin \mathcal{W}(G)$.

Finally, the fact that $\ll$ is a partial order gives us that $\text{DepGrph}(\mathcal{R})$ is a directed acyclic graph. Conclude by Kőnig’s lemma that lock-freeness is equivalent to $\text{DepGrph}(\mathcal{R})$ having a finite degree and no rays. $\square$

Definition 8.3.7. A $\mu\text{MLL}_\infty$ proof-structure is said to be an infinet if it is DR-correct and lock-free.

We will now show that this notion of correctness is sufficient to ensure sequentialisation. We first note that the standard technique of treating cuts as tensors can now potentially lead to sequents with infinitely many occurrences (due to infinitely many cuts). We generalise our setting to “quasi” proof-structures with potentially infinitely many conclusions.

Note that in this infinitary setting, we need to strengthen the sequentialisation algorithm in Figure 7.3 by adding a notion of fairness since we may never explore one thread by forever prioritising the
At each step of sequentialisation, suboccurrences of both \( \text{infinit} \) and elements of \( \text{infinit} \cup \{\infty\} \) must be sequentialised. If one does not choose suboccurrences of \( \text{infinit} \) that are not maximal in the kingdom ordering, consider the proof-structure \( \text{infinit} \). For example, consider the proof-structure \( \text{infinit} \cup \{\infty\} \). At each step of sequentialisation, suboccurrences of both \( \text{infinit} \) and elements of \( \text{infinit} \cup \{\infty\} \) must be sequentialised. If one does not choose suboccurrences of \( \text{infinit} \) that are not maximal in the kingdom ordering, consider the proof-structure \( \text{infinit} \). For example, consider the proof-structure \( \text{infinit} \cup \{\infty\} \).

Remark 8.3.1. There is a catch here. The above initial condition is enough to justify fairness when there are only finitely many cuts. However, in the presence of infinitely many cuts, it is possible that infinitely many of them are maximal in the \( \ll \) ordering after translation into tensors. We have to carefully initialise the timestamping function such that infinitely many natural numbers are free to be used as timestamps at later stages of the sequentialisation. For example, one can consider \( \tau \) which injectively timestamps every maximal door in the \( \ll \) ordering and every non-tensor door by powers of two and every other occurrence by \( \infty \). Note that any cofinite sequence in place of powers of two would also work.

Lemma 8.3.2. The timestamping assigns a finite natural number to every occurrence of the infinit that one starts with after some finite iterations of the sequentialisation process.

Proof. We will prove by contradiction. Suppose there are occurrences which are never assigned a finite natural number by the timestamping algorithm. Let \( F_0 = (F_0, u) \) be the minimal such occurrence \( i.e. \) for all such other occurrences \( (F_i, u_i) \), we have \( |u| \leq |u_i| \).

Then, by construction, after finite iterations of the sequentialisation process, it becomes a door (otherwise we would have found a node with even a lesser distance). Since it is not assigned a finite number, it is a tensor occurrence that is not maximal in the kingdom ordering. Consider \( S = \{F | F \ll F_0\} \). Since \( t \) is not maximal \( S \) is non-empty. By lock-freeness \( S \) is finite.
If every $F \in S$ can be assigned a finite natural number after finitely many steps of sequentialisation, then $F_0$ can be assigned a finite natural number after finitely many steps of sequentialisation, and we have a contradiction. Therefore there exists $F_1 \in S$ such that it is never assigned a finite natural number. We repeat the same argument for $F_1$ as we did for $F_0$. By continuing like this \textit{ad infinitum}, we obtain an infinite sequence $F_0, F_1, F_2, \ldots$; but observe that for all $i \geq 0$, $F_i \ll F_{i+1}$. Recall that $\ll$ is transitive. Therefore, $S$ is infinite contradicting the lock-freeness of $\mathcal{R}$.

\textbf{Theorem 8.3.3.} \textsc{FairSequentialise} is productive and correct.

\textit{Proof.} The productivity of \textsc{FairSequentialise} follows from the fact by lock-freeness, one can always find a door which is maximal in the kingdom ordering. The correctness follows from Lemma 8.3.2 and the straightforward extension of Lemma 7.2.3.

\textbf{Corollary 8.3.3.1.} $\pi$ is a proof if $\text{dsq}(\pi)$ is progressing.
8.4 Canonicity

Recall the $\sim$ relation over proofs from Section 7.2.4 that quotients proofs up to finite permutation of inference rules. We did not explicitly mention the finiteness for $\mu\text{MLL}^*$ proof-nets since the objects themselves were finite. However, in simple infinites, it is indeed possible to permute a rule infinitely up. Consider the following two proofs, $\pi$ and $\pi'$, of $\vdash \mu x.x, \nu x.x$.

\[
\begin{array}{c}
\vdash \mu x.x, \nu x.x \\
\vdash \mu x.x, \nu x.x \\
\vdash \mu x.x, \nu x.x \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi
\end{array}
\]

Note that they have the same infinite sequence of instances of inference rules. We did not explicitly mention the finiteness for $\mu\text{MLL}^*$ proof-nets since the objects themselves were finite. However, in simple infinites, it is indeed possible to permute a rule infinitely up. Consider the following two proofs, $\pi$ and $\pi'$, of $\vdash \mu x.x, \nu x.x$.

\[
\begin{array}{c}
\vdash \mu x.x, \nu x.x \\
\vdash \mu x.x, \nu x.x \\
\vdash \mu x.x, \nu x.x \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi \\
\pi
\end{array}
\]

Let $\pi \sim^\omega \pi'$ if there exists an infinite sequence of proofs $\{\pi_i\}_{i=0}^\infty$ such that $\pi_0 = \pi$, $\pi_i \sim \pi_{i+1}$, and $\lim_{i \to \infty} d(\pi_i, \pi') = 0$. There are two issues here. $\sim^\omega$ is not transitive (so not an equivalence) and potentially quotients more than proof-net equality.

Consider the proofs $\pi$ above. One can permute down the second $(\nu)$, third $(\nu)$, and so on. In other words, we have the sequence $\{\pi_i\}_{i=0}^\infty$ such that $\pi_0 = \pi$ and

\[
\begin{array}{c}
\vdash \mu x.x, \nu x.x \\
\pi_i = \vdash \mu x.x, \nu x.x (\nu) \\
\pi
\end{array}
\]

Therefore, $\pi \sim^\omega \pi''$ where $\pi''$ is:

\[
\begin{array}{c}
\vdash \mu x.x, \nu x.x \\
\vdash \mu x.x, \nu x.x (\nu) \\
\pi
\end{array}
\]

Similarly we get that $\pi \sim^\omega \pi'''$ where $\pi'''$ is:

\[
\begin{array}{c}
\vdash \mu x.x, \nu x.x \\
\vdash \mu x.x, \nu x.x (\mu) \\
\pi
\end{array}
\]

Now observe that $\pi'''$ is not progressing, the desequentialisations of $\pi''$ and $\pi'''$ are different, and indeed one cannot obtain $\pi'''$ from $\pi''$ by infinitary permutations (or vice versa). Consequently, $\sim^\omega$ is too large.

As a first step in restricting $\sim^\omega$, we annotate $\sim$ with a formula occurrence. In particular, we write $\pi \sim^r \pi'$ if $F$ is the active formula of the inference rule $r$ that has been permuted up (i.e. the height of $r$ in $\pi'$ is greater than its height in $\pi'$).

**Definition 8.4.1.** Given two pre-proofs $\pi$ and $\pi'$, we define $\pi \sim^r \pi'$ if there exists an infinite sequence of proofs $\{\pi_i\}_{i=0}^\infty$ such that the following holds.

- $\pi_0 = \pi$,
- $\pi_i \sim_{F_i} \pi_{i+1}$ for some $F_i$,
- $\lim_{i \to \infty} d(\pi_i, \pi') = 0$, and
- $\inf\{d(\pi_i, \pi')\} = \varnothing$.

Finally, define $\sim^\infty$ as $\sim^r \cup \sim^\omega$.

The last condition essentially means that infinite permutations are allowed only if every occurrence is permuted upwards at most finitely many times.

**Theorem 8.4.1.** For all simple $\mu\text{MLL}^\infty$ proofs $\pi, \pi'$, $\pi \sim^\infty \pi'$ iff $\pi \equiv_{\text{PN}} \pi'$.

**Proof sketch.** The proof is similar to that of Theorem 7.2.2. There are some minor observations to be made regarding infinite steps of permutation. Firstly, since the infinite sequence of permutations is fair i.e. every instance of a rule is permuted only finitely many steps, we have that if $\pi \sim^\infty \pi'$ then the same set of instances of inference rules occurs in both $\pi$ and $\pi'$. The fairness of the sequentialisation preserves this property.
8.5 Regular infinets

In non-wellfounded sequent calculi, one obtains the finitely presentable by considering a fragment of pre-proofs that only have only have finitely many distinct pre-proofs i.e. regular pre-proofs. This notion, however, is crucially related to the sequent presentation and a necessary condition is that the non-wellfounded proof must have finitely many distinct sequents occurring in it. There is no proper proof-net counterpart to this. Moreover, regularity is not preserved under the permutation equivalence defined in the previous section. For example, in the following, inferences can permuted in a circular proof \( \pi_0 \) to obtain a non-wellfounded proof \( \pi_1 \) such that \( \pi_0 \sim^\pi \pi_1 \).

Consequently, we will define a fragment of \( \mu \text{MLL}^\infty \) proof-structures, called regular \( \mu \text{MLL}^\infty \) proof-structure, such that the desequentialisation of \( \mu \text{MLL}^\circ \) proofs are regular \( \mu \text{MLL}^\infty \) proof-structures but they do not necessarily sequentialise to circular proofs. These objects are more robust than \( \mu \text{MLL}^\circ \) proof-nets designed in Section 7.3 since two different presentations of the same regular proofs desequentialise to the same regular \( \mu \text{MLL}^\infty \) proof-structure.

**Definition 8.5.1.** A regular \( \mu \text{MLL}^\infty \) proof-structure is a 3-tuple \( (\{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}, \Theta) \) where:

- \( \lambda \in \omega \),
- for all \( i \in \lambda, F_i^{U_i} \) is a partial syntax tree and \( U_i \) is a regular language;
- \( \mathcal{R} \) is a finite (possibly empty) set of disjoint subsets of \( \{F_i\}_{i \in \lambda} \) of the form \( \{C, C^\perp\} \); and,
- \( \Theta \subset (\{l, r, i\}^\infty)^2 \) is a regular language such that it is an equivalence over \( \{l, r, i\}^\infty \) and the set of equivalence classes is a partition of \( L = \bigcup_{i \in \lambda} \{\alpha, u_i \mid \text{addr}(F_i) = \alpha, u_i \in U_i\} \) such that for all \( w \in L \) the following hold.
  - Either the equivalence class containing \( w \) is of the form \( \{(F_i, u) \mid u \in U_i, \text{addr}(F_i) = \alpha, \text{addr}(G) = \alpha, \text{and } u' \in U_j\} \) such that \( [(F_i, u)]^\perp = [(F_j, u')] \) and \( \text{addr}(F_i) = \alpha, \text{addr}(G) = \alpha \), and \( u' \in U_j \).
  - Or, the equivalence class containing \( w \) contains at least one infinite word.

**Definition 8.5.2.** Let \( \mathcal{R} = (\{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}, \Theta) \) be a regular \( \mu \text{MLL}^\infty \) proof-structure. The unfolding of \( \mathcal{R} \) is defined as the \( \mu \text{MLL}^\circ \) proof-structure \( U(\mathcal{R}) = (\{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}_f, \Theta_f, \Theta_m) \) where \( \Theta_f \cup \Theta_m \) is the partition induced by \( \Theta \) such that if an equivalence class \( \theta \) contains an infinite word then \( \theta \in \Theta_m \); otherwise, \( \theta \in \Theta_f \).

**Theorem 8.5.1.** Let \( \pi \) be a simple \( \mu \text{MLL}^\circ \) pre-proof such that there are no cycles containing a cut. Then, \( \text{dsq}(\pi) = U(\mathcal{R}) \) for some regular \( \mu \text{MLL}^\infty \) proof-structure \( \mathcal{R} \).

**Proof.** Since there are no cycles containing a cut, the unfolding of \( \pi \) has finitely many cuts. Therefore there are finitely many doors (say, \( n \)) of \( \text{dsq}(\pi) = (\{F_i^{U_i}\}_{i \in [n]}, \mathcal{R}_f, \Theta_f, \Theta_m) \).

Now, we claim that for each \( F_i \) in \( \text{dsq}(\pi), U \) is a regular language. We will provide a finite state automata \( A_F \) and a Büchi automata \( B_F \) such that \( L(A_F) \cup L(B_F) = U \). Note that there are only finitely many formula occurrences in \( \pi \). So, for each door \( F \), there is a bar \( B \) of \( U \) such that every address on \( B_F \) corresponds to either an axiom or the source of a backedge in \( \pi \). Let \( U_F \) be the finite prefix of \( U \) such that the leaves of \( U_F \) are exactly \( B \). Define the following:

- \( Q = \bigcup_{F \in I} U_F \)
- \( \Sigma = \{l, r, i\} \)
- \( \Delta = \bigcup_{F \in I} \{ (w, a, wa) \mid w \in U_F, wa \in W_F, a \in \Sigma \} \cup \Delta_\varepsilon \) where

\[ \Delta_\varepsilon = \bigcup_{F, G \in I} \{ (w, \varepsilon, w') \mid w \in U_F, w' \in U_G, \text{rename}(aw) = \alpha' w', \text{addr}(F) = \alpha, \text{addr}(G) = \alpha' \} \]
• $Q_F = \text{Root of } U_F$

• $\mathcal{F} = \bigcup_{F \in \mathcal{T}} B_F$

Define $\mathcal{A}_F = (Q, \Sigma, \Delta, Q_F, \mathcal{F})$ construed as a finite state automaton and $B_F = (Q, \Sigma, \Delta, Q_F, \mathcal{F})$ construed as a Büchi automaton. It is easy to check that $\mathcal{L}(\mathcal{A}_F) \cup \mathcal{L}(\mathcal{B}_F) = U$. We will now show that $\Theta = \{(w, w') \mid \{w, w'\} \subseteq \Theta_F \cup \Theta_{mF}\}$ is a regular language. Let $S$ be the set of all sequents occurring in $\pi$. Define the following.

• $Q = S \times \bigcup_{F \in \mathcal{T}} U_F \times S \times \bigcup_{F \in \mathcal{T}} U_F$ restricted to all $(s, \alpha, s', \alpha')$ such that there exists $F, G$ such that $F \in s, G \in s'$, $\text{addr}(F) = \alpha$, and $\text{addr}(G) = \alpha'$.

• $\Sigma = \{(l, r, i)\}$

• $((s, \alpha, s', \alpha'), (a, b), (t, \beta, t', \beta')) \in \Delta$ if the following holds:

  - either $\alpha' = \alpha a$ or there is a back-edge in $\pi$ from $s$ to $t$ such that $\varphi_\alpha$ is renamed $\varphi_{\alpha'}$ for some formula $\varphi$.

  - either $\beta' = \beta b$ or there is a back-edge in $\pi$ from $s'$ to $t'$ such that $\varphi_\beta$ is renamed $\varphi_{\beta'}$ for some formula $\varphi$.

• $Q_i = \{(s_0, \alpha, s_0, \beta) \mid s_0 \text{ is the conclusion of } \pi\}$

• $\mathcal{F} = \{(s, \alpha, s, \beta) \mid s \text{ is the conclusion of an (id) rule}\}$.

• $\mathcal{F}_\omega = \{(s, \alpha, s, \beta) \mid (s, \alpha, s, \beta) \in Q\}$.

Let $\mathcal{A} = (Q, \Sigma, \Delta, Q_i, \mathcal{F})$ be a finite state automaton and $B = (Q, \Sigma, \Delta, Q_i, \mathcal{F}_\omega)$ be a Büchi automaton. It is routine to check that $\mathcal{L}(\mathcal{A}) \cup \mathcal{L}(\mathcal{B}) = \Theta$. Therefore, $\mathcal{R} = (\{F^i\}_{i \in \mathbb{N}}, \mathcal{R}, \Theta)$ is a regular $\mu$MLL$^\infty$ proof-structure such that $U(\mathcal{R}) = \text{dsq}(\pi)$. □

However, the sequentialisation of any regular infinet is not necessarily a regular derivation. Consider the following regular infinet where $\varphi = \nu x. x \varphi x$.

\[
\left\{ (\varphi_{l+r})^\omega, \emptyset, \alpha(l+r)^\omega \times \alpha(l+r)^\omega \right\}
\]

Every sequentialisation of its unfolding is non-regular. For example, the following proof.

\[
\begin{array}{c}
\vdash \varphi, \varphi, \varphi \\
\downarrow \\
\vdash \varphi, \varphi, \varphi \\
\downarrow \\
\vdash \varphi, \varphi, \varphi, \varphi \\
\downarrow \\
\vdash \varphi, \varphi, \varphi, \varphi, \varphi \\
\downarrow \\
\vdash \varphi, \varphi, \varphi, \varphi, \varphi, \varphi \\
\downarrow \\
\vdash \varphi, \varphi, \varphi, \varphi, \varphi, \varphi, \varphi \\
\end{array}
\]

A regular $\mu$MLL$^\infty$ proof-structure $\mathcal{R}$ is DR-correct if $U(\mathcal{R})$ is DR-correct. It is progressing if $U(\mathcal{R})$ is progressing.

**Theorem 8.5.2.** Checking the progress condition on regular $\mu$MLL$^\infty$ proof-structures is decidable.

**Proof.** Let $\mathcal{R} = (\Gamma, \mathcal{R}, \Theta)$ be a regular $\mu$MLL$^\infty$ proof-structure. Let $F^i \in \Gamma$. Since $U$ is regular language, it can be construed as a regular tree. Therefore, we can assume that the automata $\mathcal{A}$ over finite and infinite words (the accepting condition for finite words being that their runs end in the final state and for infinite words being the Büchi condition) has a finite prefix of $U$ as the set of states such that it has transitions of the form $w^\omega w$ or $w^\omega w'$ such that $[(F, w)] = [(F, w')]$.

We will define a parity automaton $\mathcal{P}_F$ which is nothing but $\mathcal{A}$ with a parity accepting condition. We assign colours to $Q_F$ by the map $\chi : Q_F \to \mathbb{N}$ such that:

• If $(F, w)$ is a $\nu$-occurrence (respectively, $\nu$-occurrence), then $\chi(w)$ is odd (respectively, even).

• If $(F, w) \leq (F, w')$ then $\chi(w) \leq \chi(w')$.

Let $\mathcal{L}_p = \bigcup_{F^i \in \Gamma} \mathcal{L}(\mathcal{P}_F)$. Then, $\mathcal{R}$ is progressing iff $\Theta \subseteq (\mathcal{L}_p \times \mathcal{L}) \cup (\mathcal{L}_p \times \mathcal{L})$. Since this is decidable, we are done. □
Open Question

Checking DR-correctness of regular $\mu$MLL$^\infty$ proof-structures is decidable.
8.6 Generalising to non-simple proofs

In the next series of definitions, we define general non-wellfounded proof-structures. We disassemble some components of simple $\muMLL^{\infty}$ proof-structures so that it is easier to talk about them. We first define a chain of syntax trees which is essentially a simple $\muMLL^{\infty}$ proof-structure without the axiom components. Then we define pre-visitables paths which are the object corresponding to pre-trips in proof-structures. This allows us to define non-wellfounded proof-structures. Thereafter, we define visitable paths to be pre-visitable paths which can be assigned a level consistently, just like we define trips from pre-trips. Subsequently, we define a sanity check on proof-structures and their desequentialisation. We conclude the section with some details on the correctness condition on these structures.

**Definition 8.6.1.** A chain of syntax trees is a tuple of the form $(\{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R})$ such that:

- $\lambda \in \omega + 1$
- $F_i^{U_i}$ is a partial syntax tree for every $i \in \lambda$.
- $\mathcal{R}$ contains sets of formulas of the form $\{F_i, F_j\}$ such that $F_i = F_j^\perp$.
- $\{F_i\}_{i \in \lambda} \cup \cup_{\theta \in \mathcal{R}} \{F \mid F \in \theta\}$ is finite.

**Definition 8.6.2.** Let $\mathcal{R} = \{\{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}\}$ be a chain of syntax trees. A pre-visitable path is a sequence of triples of the form $(\{t_i, g_i, d_i\})_{i < \omega}$ such that for all $i < \omega$, $g_i \neq d_i$ and exactly one of the following holds:

- $t_i$ is a tensor formula occurrence $(F_j, u)$ for some $j \in \lambda$ such that $u \in U_j$, $g_i \in U_j$ and $d_{i+1} \in U_j$ are incomparable, and $u$ is their greatest common prefix.
- $t_i$ is an element $\{F_j, F_j\}$ of $\mathcal{R}$ such that $g_i \in U_j$ and $d_{i+1} \in U_j$.

If $\rho = (t_i)_{i < \omega}$ and $\rho' = (t'_i)_{i < \omega}$ are two pre-visitable paths such that there exists $n$ such that for all $i < \omega$, $t_i = t'_{i+n}$, then we denote $\rho \sqsubset \rho'$. We denote by $\mathcal{YR}$ the set of maximal pre-visitable paths of $\mathcal{R}$ in the $\sqsubset$ ordering.

**Definition 8.6.3.** A $\muMLL^{\infty}$ proof-structure is a 5-tuple $\{\{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}, V, \Theta_f, \Theta_v, \Theta_e\}$ such that:

- $\{\{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}\}$ is a chain of syntax trees;
- $V \subseteq \mathcal{YR}$;
- each element of $\Theta_f$ is pair of dual addresses i.e. of the form $\{\alpha_i u_i, \alpha_j u_j\}$ such that $\text{addr}(F_i) = \alpha_i, \text{addr}(F_j) = \alpha_j$, and $[(F_i, u_i)] = [(F_j, u_j)]^\perp$;
- each element of $\Theta_v$ contains at least one infinite word;
- each element of $\Theta_e$ contains no infinite word and at least one element of $V$;
- $\Theta_f \cup \Theta_v \cup \Theta_e$ is a partition of $\mathcal{L} \cup \mathcal{YR}$.

**Definition 8.6.4.** Given a $\muMLL^{\infty}$ proof-structure, a visitable path of level $\zeta$ for some ordinal $\zeta$ is a pre-visitable path $\rho = \{(t_i, g_i, d_i)\}_{i < \omega} \in V$ such that:

- $\zeta = 0$ and for all $i < \omega$, $\{d_i, g_{i+1}\} \in \Theta_f \cup \Theta_v$.
- $\zeta \neq 0$ and for all $i < \omega$, there are visitable paths $\rho' = \{(t'_i, g'_i, d'_i)\}_{i < \omega}$ and $\rho'' = \{(t''_i, g''_i, d''_i)\}_{i < \omega}$ of level $\zeta'$ and $\zeta''$ respectively such that $(t_i, g_i, d_i) = (t'_0, g'_0, d'_0, t_{i+1}, g_{i+1}, d_{i+1}) = (t''_0, g''_0, d''_0)$, and $\rho', \rho'' \in \theta$ for some $\theta \in \Theta_v \cup \Theta_e$ and $\zeta', \zeta'' < \zeta$.

A visitable path is a visitable path of level $\zeta$ for some ordinal $\zeta$.

**Definition 8.6.5.** A $\muMLL^{\infty}$ proof-structure is said to be well-formed if $V$ is exactly the set of maximal visitable paths.

**Definition 8.6.6.** Let $\pi$ be a $\muMLL^{\infty}$ pre-proof of the sequent $\Gamma \vdash \Gamma$. The desequentialization of $\pi$, denoted $\text{dsq}(\pi)$, is given by $(\{F_i^{U_i}\}_{i \in \lambda}, \mathcal{R}, V, \Theta_f, \Theta_v, \Theta_e)$ such that
• for any cut in $\pi$ that introduces two occurrences, $C$ and $C^\perp$, $\{C,C^\perp\} \in R$.

• $\{F_i\}_{i \in I} = \Gamma \cup \bigcup_{\kappa \in \kappa} R_\kappa$.

• for every $i \in I$, $U_i = \text{addr}(F_i)^{-1}\text{addr}(\pi)$.

• for every axiom linking $(F_i,u_i)$ to $(F_j,u_j)$, $\{\text{addr}(F_i).u_i, \text{addr}(F_j).u_j\} \in \Theta_f$.

• for every maximal $s$-trips in $\pi$, we collect the points of alternation of directions that gives us a sequence of cuts or tensors and axioms. This gives us a set of maximal visitable paths $V$.

• for every real infinite branch $\gamma$ in $\pi$, $\theta \in \Theta_\kappa$ is the largest subset of $L \cup V$ such that:
  
  - for every $\text{addr}(F)u \in \theta$, either $u = u_1u_2\ldots$ is an infinite word and $\{(F,u_1\ldots u_i)\}_{i \in \omega}$ is a straight thread of $\gamma$; or $u$ is a finite word and $(F,u)$ occurs in infinitely many sequents along $\gamma$.
  
  - for every $v \in \theta \cap V$ there exists a trip $\rho$ associated with $\gamma$ such that $v$ is obtained from $\rho$.

• For every virtual infinite branch, $\gamma$, in $\pi$, $\theta \in \Theta_\kappa$ is the largest subset of $L \cup V$ such that:
  
  - for every $\text{addr}(F)u \in \theta$, $u$ is a finite word and $(F,u)$ occurs in infinitely many sequents along $\gamma$.
  
  - for every $v \in \theta \cap V$ there exists a trip $\rho$ associated with $\gamma$ such that $v$ is obtained from $\rho$.

We will lift the notion of orthogonal graphs from Section 8.3 to our setting. The orthogonal graph is a bipartite graph $(\Theta,[SW],E)$ where $\Theta = \bigcup_{\kappa \in \kappa} R$ and $[SW], E$ is defined as usual. Consequently, $\Theta$ is a partition of $L \cup V$ whereas $[SW]$ is a partition of $L$. We generalise the notion of a path in the orthogonal graph as follows.

Definition 8.6.7. Let $(\Theta,[SW],E)$ be an orthogonal graph. A path is defined as a sequence $\{u_i\}_{i \in \lambda}$ ($\lambda < \omega + 1$) such that for all $i$:

• if $u_i \in \Theta$ and $i + 1 \leq \lambda$ then $u_{i+1} \in [SW]$;

• if $u_i \in [SW]$ and $i + 1 \leq \lambda$ then $u_{i+1} \in \Theta$; and,

• either one of the following holds:

  - $(u_i,u_{i+1}) \in E$ 
  
  - there exists $\rho \in u_i \cap V$ such that there is $(t,g,d) \in \rho$ with $\{v_g,v_d\} \subseteq u_{i+1}$ for some $v$.

  - there exists $\rho \in u_{i+1} \cap V$ such that there is $(t,g,d) \in \rho$ with $\{g,d\} \subseteq u_i$.

Proposition 8.6.1. Let $R = (\Gamma,R,V,\Theta_f,\Theta_\kappa,\Theta_\kappa)$ be well-formed $\mu LLL^\infty$ proof-structure. Then, $V = \emptyset$ iff for all switchings $sw$, $G^sw_R$ does not contain an infinite path.

Proof. We will prove the contrapositive in both directions. Let $\rho = \{(t_i,g_i,d_i)\}_{i < \omega}$ be a visitable path. We will show that there exists a switching $sw$ such that $G^sw_R$ contains an infinite path. Choose a switching such that for all $i$, $(g_i,d_i) \in SW$. Now, consider the path $u_0u_1u_2\ldots$ in $G^sw_R$ such that for all $i = 2k$, $\{g_k,d_k\} \subseteq u_i$ and for all $i = 2k + 1$, either $\{g_k,d_k+1\} \subseteq u_i$ or there exists visitable paths $\rho, \rho' \in u_i$ containing $(t_k,g_k,d_k)$ and $(t_{k+1},g_{k+1},d_{k+1})$ respectively. It is routine to check that $u_0u_1\ldots$ is indeed a path in $G^sw_R$.

For the opposite direction, suppose there is a switching $sw$ such that $G^sw_R$ contains an infinite path $u_0u_1\ldots$ assuming wlog that $u_0 \in [SW]$. One can now construct a pre-visitable path $\rho = \{(t_k,g_k,d_k)\}_{k < \omega}$. For all $k > 0$, let define $(t_k,g_k,d_k)$ as follows:

• if $(u_{2k-1},u_{2k}) \in E$ and $(u_{2k},u_{2k+1})$ then $t$ is either a tensor of the form $(F,u)$ where $u = u_{2k-1} \cap u_{2k} \cap u_{2k+1}$ or is a cut $\{C,C^\perp\}$ such that $u_{2k-1} \cap u_{2k} \subseteq U$ and $u_{2k} \cap u_{2k+1} \subseteq U'$ for $C',C^\perp \subseteq U'$.

• if $u_{2k-1}$ or $u_{2k+1}$ has visitable paths which have terms $(t,g,d)$ such that $\{v_g,v_d\} \subseteq u_{2k}$ for some $v$ then $(t_k,g_k,d_k) = (t,g,d)$.
It is routine to check that $\rho$ is in fact a visitable path.

Figure 8.2: A DR-correct $\mu\text{MLL}^\infty$ proof-structure with infinitely ascending chain of kingdoms.

Let $\rho$ be a visitable path in $\mathcal{R}$. Fix a switching $sw$. If there is a ray $r$ in the orthogonal graph $G_{sw}\rho$, that corresponds to $\rho$, we denote this path by $\text{pth}_{sw}(\rho)$. By Proposition 8.6.1, we know that there is at least one such switching. Furthermore, define $\text{pth}_{sw}(\rho)$ to be $\text{pth}_{sw}(\rho)$ construed as a set of vertices. Let $v \in \Theta$. Define:

$$\text{PreReach}^0(v) := \{v' \mid (v, v') \in E \cap \Theta \times [\text{SW}]\};$$

$$\text{PreReach}^{\lambda+1}(v) := \text{PreReach}^{\lambda}(v) \cup \{u \mid \exists v' \in \text{PreReach}^{\lambda}(v); (v', u) \in E \cap [\text{SW}] \times \Theta\}$$

$$\text{PreReach}^{\lambda}(v) := \bigcup_{\lambda' < \lambda} \text{PreReach}^{\lambda'}(v);$$

Similarly, one can $\text{PreReach}^{\lambda}(v)$ for $v \in [\text{SW}]$. Now, let $\lambda + 1$ be a successor ordinal. We will define $\text{Reach}^{\lambda+1}(v)$ from $\text{PreReach}^{\lambda+1}(v)$. Let $S = (\text{PreReach}^{\lambda+1}(v) \setminus \text{PreReach}^{\lambda}(v)) \cap \Theta$. Noting that the set of visitable paths of $\mathcal{R}$ is denoted by $V$, we define $\text{Reach}^{\lambda+1}(v)$ as follows.

$$\text{Reach}^{\lambda+1}(v) = \begin{cases} \text{PreReach}^{\lambda+1}(v) & \text{if } S = \emptyset; \\ \text{PreReach}^{\lambda+1}(v) \cup \bigcup_{\rho \in S} \{\text{pth}_{sw}(\rho) \mid \rho \in \Theta \cap V\} & \text{otherwise.} \end{cases}$$

Let $\lambda$ be a limit ordinal. We will define $\text{Reach}^{\lambda}(v)$ from $\text{PreReach}^{\lambda}(v)$. Wlog, assume that $v \in \text{SW}$. Let $\{v_i\}_{i \in \omega}$ such that $v_0 = v$, for all $i \in \omega$, $v_i \in \text{PreReach}^{\lambda}(v)$, $v_0v_1 \cdots = \text{pth}_{sw}(\rho)$ for some visitable path $\rho$. Let $\theta \in \Theta$ such that $\rho \in \Theta$, then $\theta \in \text{Reach}^{\lambda}(v)$.

Clearly, $\text{Reach}(\bullet)$ is a monotonic operation over the set of vertices. Therefore, for all vertices $v$, there exists an ordinal $\lambda$ such that $\text{Reach}^{\lambda}(v) = \text{Reach}^{\lambda+1}(v)$. Let $\lambda_0$ be the smallest ordinal such that for all $v$, $\text{Reach}^{\lambda+1}(v) = \text{Reach}^{\lambda_0}(v)$.

**Definition 8.6.8.** A well-formed $\mu\text{MLL}^\infty$ proof-structure is said to be **DR-correct** if for any switching $sw$, in the orthogonal graph $G_{sw}$ the following holds:
• ∀v, v', v' ∈ Reach^{λ_0}(v)
• ∀v, v ∉ Reach^{λ_0}(v)

Note that productivity of the sequentialisation procedure is guaranteed if it is guaranteed that at each step of the sequentialisation one either finds a ⊗ or a fixed point formula or a splitting ⊗. This is ensured because by lock-freeness there can be no infinite ascending chain in ≪. Furthermore, if one just wants to ensure productivity and not fairness of sequentialisation, lock-freeness can be relaxed to the ascending chain condition. Interestingly, in this case, lock-freeness becomes moot for simple proof-structures.

**Proposition 8.6.2.** A simple DR-correct proof-structure $R = (Γ, K, Θ_f, Θ_{inf})$ has no infinite ascending chain in the ≪ ordering.

**Proof.** Suppose there is an infinite ascending chain in the ≪ ordering. Then, by Theorem 8.3.2, \(DepGraph(R) = (V, E)\) has a ray $β = v_0v_1v_2\ldots$; furthermore, $β$ has an infinite subword $v_{i_0}v_{i_1}v_{i_2}\ldots$ for some infinite index set $\{i_j\}_{j∈ω}$ such that $v_{i_j}$ is tensor formula occurrence for all $j ∈ ω$. Fix a switching $sw$ and let $G_{R}^{SW}$ be the corresponding orthogonal graph. Let $v_{i_0} = (F, u)$ for some $F^U ∈ Γ$ and $u ∈ U$. Then, $u$ belongs to some $v^0$ for $v^0 ∈ [SW]$. Similarly, $v_{i_1} = (G, u′)$ and $u′ ∈ v^1$ for $v^1 ∈ [SW]$. By construction, $v^0$ and $v^1$ are distinct. Since $R$ is DR-correct, $G_{R}^{SW}$ is connected. Therefore, $v^0$ is connected to $v^1$ through at least one axiom $θ_0$. Similarly, $v^1$ is connected to $v^2$ through at least one axiom $θ_1$. We have that $θ_0 ≠ θ_1$ because this contradicts the acyclicity of $G_{R}^{SW}$. Continuing like this, we have a ray in $G_{R}^{SW}$. By Proposition 8.6.1, we have that $R$ has a visitable path. Contradiction!

Finally, we give an example of a $μMLL^\infty$ proof-structure (cf. Figure 8.2) with visitable paths that is DR-correct but has an infinite ascending chain in the ≪ ordering. The kingdoms of the nodes $p_1$ and $t_2$, $Ψ(p_1)$ and $Ψ(t_2)$, are shaded in cyan and magenta areas respectively. Observe that $t_1 ≪ p_1 ≪ t_2 ≪ p_2 ≪ \ldots$

**In conclusion.** In this chapter, we generalised the finite proof-nets of $μMLL^*$ to non-wellfounded objects. The correctness condition of the finite situation does not necessarily hold any more for de-sequentialisations of (pre-)proofs; on the other hand, we had the devise new conditions to guarantee sequentialisation. We developed this theory for proofs with trips and then concluded with pointer to generalisations to general proofs.
Chapter 9

The dynamics of infinets

(Revenge of the sequent)

In this chapter, we study the dynamics of infinets. We studied the dynamics of $\mu\text{MLL}^\infty$ proof-nets in Section 7.2. Since inference rules are the same for $\mu\text{MLL}^*$ and $\mu\text{MLL}^\infty$, the reduction rules for infinets are a superset of the reduction rules $\mu\text{MLL}^*$ proof-nets. Fortunately, we developed them in the algebraic presentation, which will make it easier to lift them to the infinitary setting. We digress to remind the reader that we also developed the dynamics of $\mu\text{MLL}^{\text{ind}}$ proof-nets in Section 7.3.

Coming back to this chapter, in Section 9.1, we treat infinets as a metric rewriting system. We first guess the normal form (big step) and then show that an infinite reduction sequence of small steps converges to the big-step in the limit. To guess the limit, one has to sacrifice some structure viz. $\eta$-expand all axioms rendering the calculus without atoms. In Section 9.1, we treat simple infinets in full generality. However, our proof is not completely independent of the sequent calculus. In fact, to obtain limits of infinite reduction sequences, we go via a cut-elimination result in sequent calculus that we prove in Section 9.2.

9.1 Cut-elimination in infinets without axioms

In this section, we provide a cut elimination result for simple infinets with no finite axioms and no atoms. Note that this restriction is also crucially used to prove cut-elimination in [BDS16].

Definition 9.1.1. A simple $\mu\text{MLL}^\infty$ proof-structure $\mathcal{R} = (\Gamma, \mathcal{R}, \Theta_{\text{inf}})$ is said to be axiom-free if $\Theta_f = \emptyset$ and for all $\theta \in \Theta_{\text{inf}}, \theta \subset \{l, r, i\}^\omega$.

From here on, we will write axiom-free infinets with just three components $(\Gamma, \mathcal{R}, \Theta_{\text{inf}})$, the set of partial syntax trees, the set of cuts, and the set infinite axioms respectively.

Proposition 9.1.1. Let $\mathcal{R} = (\Gamma, \mathcal{R}, \Theta_{\text{inf}})$ be an axiom-free infinet. For all $F U^\omega \in \Gamma$, for all partial syntax trees $U^\omega \in F$, we have that $\mathcal{U}^\omega \subseteq \mathcal{U}$.

Proof. Let $u \in \mathcal{U}$. Let $u'$ be the largest prefix of $u$ such that $u' \in \mathcal{U}$. If $u' = u$, then we are done. Otherwise, $u'$ is a strict (and hence, finite) prefix of $u$. Since $\mathcal{R}$ is axiom-free, $U \subseteq \{l, r, i\}^\omega$ i.e. it does not contain finite words. Therefore, there exists $u'' \supseteq u$ such that $u'' \in U$. Since $u'$ is largest prefix of $u$ in $\mathcal{U}$, we have that $u'' \cap u = u'$. Consequently $u = u' av$ and $u'' = u' bv'$ for distinct $a, b \in \{l, r\}$ and $v, v' \in \{l, r, i\}^\omega$. But since $U$ is a partial syntax tree, we have $u'b \in \mathcal{U}$ implies that $u'a \in \mathcal{U}$. This contradicts the maximality of $u'$.

As a consequence, for all $\{C, C^\perp\} \in \mathcal{R}$, we have that $u \in U$ iff $u^+ \in U'$ where $U, U'$ are the partial syntax trees of $C$ and $C^\perp$ respectively. For two such pairs of orthogonal addresses $(u, u^+)$, define their corresponding orthogonal axioms to be $(\theta, \theta')$ such that $\theta, \theta' \in \Theta_{\text{inf}}, \alpha u \in \theta$, and $\alpha^+ u^+ \in \theta'$ where $\alpha = \text{addr}(C)$.

Definition 9.1.2. Given an axiom-free infinet $\mathcal{R}$ the cut-connection graph $G_{\mathcal{R}}$ is defined as the undirected graph $(\Theta, E)$ where $E$ is the set of all pairs of orthogonal axioms.

We will prove cut-elimination on axiom-free simple infinets. Imagine we are given a (possibly infinite) cut-reduction sequence. Our game plan is as follows. We will guess the normal form and then
show that the sequence converges to this normal form for some notion of convergence. Essentially, we define a big-step semantics [Plo81, Kah87] and show that the small-step reduction converges to the final result obtained from the big-step.

**Definition 9.1.3.** Let $R = (\Gamma, R, \Theta_{inf})$ be an axiom-free $\mu$MLL$^\infty$ proof-structure. The normal form of $R$, denoted $\langle R \rangle$, is defined as the axiom-free $\mu$MLL$^\infty$ proof-structure $(\Gamma', \varnothing, \Theta'_{inf})$ where,

- $\Gamma' = \{ F^U \in \Theta \mid \{ F, F^\perp \} \notin R \}$
- For each connected component $C$ of the cut-connected graph $G_R$, $\theta_C \in \Theta'_{inf}$ where $\theta_C$ is defined as follows.

$$\theta_C = \left( \bigcup_{\theta \in C} \theta \right) \cap \left( \bigcup_{F^U \in \Gamma'} \text{addr}(F).U \right)$$

Readers familiar with game semantics will notice the similarities between our definition of the normal form and the composition of strategies [AJ92]. The union over cut-connected axioms is the parallel composition, the deletion of sub-occurrences of cut occurrences is the hiding. This is not surprising as indeed cuts are computationally compositions; however, any deeper connections need further investigation.

**Example 9.1.1.** Let $F = \mu x.x_\alpha, G = (\mu x.x \oplus \nu x.x)_\beta$, and $H = \mu x.x_\gamma$. Let $R = (\Gamma, R, \Theta)$ such that $\Gamma = \{ F^{\omega'}, G^{(i+r)^{\omega'}}, G^{(i+r)^{\omega'}}, H^{\omega'}, H^{\omega'}, \}$, $\Theta = \{ \{ G, G \}, \{ H, H \} \}$, and $\Theta = \{ \theta_1, \theta_2, \theta_3, \theta_4 \}$ where $\theta_1 = \{ \alpha^{\omega'}, \beta^{\omega'}, \omega' \}$, $\theta_2 = \{ \beta^{\omega'}, \gamma^{\omega'}, \gamma^{\omega'} \}$, $\theta_3 = \{ \gamma^{\omega'}, \} \}$, and $\theta_4 = \{ \beta^{\omega'}, \beta^{\omega'}, \gamma^{\omega'} \}$. We have $G_R$ is as follows.

![Diagram](image)

Finally, $\langle R \rangle = \{ \{ F^{\omega'} \}, \varnothing, \{ \{ \alpha^{\omega'} \} \} \}$.

**Lemma 9.1.1.** Let $R$ be a progressing axiom-free infinet. Then, $\langle R \rangle$ is also a progressing axiom-free infinet.

**Proof.** We will first show that $\langle R \rangle$ is indeed a $\mu$MLL$^\infty$ proof-structure. Fix a connected component $C$ of $G_R$. We need to show, $\theta_C \in \Theta'_{inf}$ is non-empty. Suppose not. Then, for all $\theta \in C$, $\theta$ does not contain any word from a non-cut partial syntax tree i.e. $\theta \cap (\bigcup_{F^U \in \Gamma'} \text{addr}(F).U) = \varnothing$. Now recall that $R$ is progressing, therefore for all $\theta \in \Theta_{inf}$, there exists $w \in \theta$ such that $w$ is progressing. Choose arbitrary $\theta_0 \in C$. Following the discussion above, we infer there exists a progressing $w \in \theta$ such that $w$ comes from a cut i.e. $w = \alpha u$ for some $\{ \varphi, \varphi^+ \} \in R$. Subsequently, there exists $\theta_1 \in C$ such that $w^{\perp} \in \theta_1$. Now, since $w$ is progressing, $w^{\perp}$ is not. Therefore, there exists $w' = w^{\perp} \in \theta_1$ that is progressing. If we cannot continue like this ad infinitum then we have contradiction otherwise we have a sequence of axioms $\theta_0, \theta_1, \ldots$ such that $(\theta_i, \theta_{i+1})$ is an edge in $G_R$. Let $(w_i, w_{i+1})$ be the pair of orthogonal words that witnesses the orthogonality of $(\theta_i, \theta_{i+1})$. Now, consider a switching $sw$ such that for all $i$, $w_i$ and $w_{i+1}$ are in the same vertex in the switching component. There are two cases now.

**Case 1.** Every $\theta_i$ is distinct. Then, $G_{sw}^{\omega}$ contains an infinite path $\theta_0v_0\theta_1v_1\theta_2 \ldots$ where $v_i$ is the vertex in the switching component containing $w_i$ and $w_{i+1}$. This contradicts the fact that $R$ is simple.

**Case 2.** There exists $i < j$ such that $\theta_i = \theta_j$. Then, $G_{sw}^{\omega}$ contains a cycle $\theta_0v_0\theta_1v_1\theta_2 \ldots \theta_j$ where $v_k$ is the vertex in the switching component containing $w_k$ and $w_{k+1}$ for $k \in \{ i, i+1, \ldots, j-1 \}$. This contradicts the correctness of $R$.

Now, we will show that $\langle R \rangle$ is correct. Fix a switching $sw$ of $\langle R \rangle$. Note that $sw$ can be extended to a switching $sw'$ of $R$ such that they coincide on switching suboccurrences of non-cut doors. Let $G_{\langle R \rangle}^{sw}$ and $G_R^{sw}$ be the corresponding orthogonal graphs. Let $v_1\theta_C, v_1\theta_C, v_3 \ldots v_n$ be a path in $G_{\langle R \rangle}^{sw}$ such that for all $i \in [n - 1]$, $C_i$ is a connected component of $G_R$. For all $i \in [n]$, there exists $\theta_i, \theta'_i \in C_i$ such that
\( v_i \cap \theta_i = v_i \cap \theta_C \), and \( v_{i+1} \cap \theta'_i = v_{i+1} \cap \theta_C \). Since \( G_{sw}^R \) is connected, there is a simple path between \( \theta_i, \theta'_i \) for all \( i \in [n-1] \). This induces a path between \( v \) and \( v \in G_{sw}^R \). One can extract a simple path from there, which contradicts the acyclicity of \( G_{sw}^R \).

Let \( v_1 \theta_1 v_2 \theta_2 \ldots v_n \) be a path in \( G_{sw}^R \). For all \( i \in [n-1] \), \( \theta_i \in C_i \) for some connected component \( C_i \) of \( G_R \). Therefore, there is a path \( v_1 \theta_1 v_2 \theta_2 \ldots v_n \) be a path in \( G_{sw}^R \). Similarly as above, one can extract a simple path from there. Therefore, connectedness of \( G_{sw}^R \) follows from connectedness of \( G_{sw}^R \).

Finally, we are left to show that \( \{ R \} \) is lock-free. We will first show that \( \text{DepGrph}(\{ R \}) = (V, E) \) is a subgraph of \( \text{DepGrph}(\{ R \}) = (V', E') \). Clearly, \( V \subseteq V' \) and if \( E(F, G) \) such that \( F \) is a suboccurrence of \( G \), then \( E'(F, G) \). Assume \( E(A \otimes B, C \otimes D) \) such that \( C \otimes D \) is \( t \)-connected to \( A \otimes B \). We need to show that \( E'(A \otimes B, C \otimes D) \). Wlog, assume \( A \) is connected to \( B \) and \( D \) to \( D \).

We will induct on the length of switching sequences. Suppose \( A \) is connected to \( C \) by \( (\gamma, \delta) \), a switching sequence of length 1. If the axiom connecting \( \gamma \) and \( \delta \) is present in \( R \), we are done. Otherwise, it is an axiom of the form \( \theta_i \) for some connected component of \( G_R \). There exists \( \theta, \theta' \in C \) containing \( \gamma \) and \( \delta \) respectively (technically, they contain words whose suffixes are \( \gamma \) and \( \delta \) respectively). Since \( \theta \) and \( \theta' \) are connected in \( G_R \) and since by Proposition 8.6.1 there cannot be an infinite path \( \theta \) in any orthogonal graph of \( R \), we infer that there is a switching sequence connecting \( \gamma \) and \( \delta \) in \( R \) (consequently connecting \( A \) and \( C \)). The reasoning for \( B \) and \( D \) is symmetric. Therefore, \( E'(F, G) \).

For the induction case, assume the length of the switching sequence is \( n + 1 \). Then there exists a formula \( C' \) such that \( A \) is connected to \( C' \) by a switching sequence of length \( n \), and \( C' \) is connected to \( C \) by a switching sequence of length 1. Arguing as before, \( C' \) is connected to \( C \) in \( R \) and by hypothesis, \( A \) is connected to \( C' \) in \( R \). Therefore, \( A \) is connected to \( C \) in \( R \). Following a symmetric argument for \( B \) and \( D \), we have \( E'(F, G) \).

Now, by Theorem 8.3.2, if \( \{ R \} \) is not lock-free, then \( \text{DepGrph}(\{ R \}) \) either has a ray or a vertex with infinite degree. Since \( \text{DepGrph}(\{ R \}) \) is a subgraph of \( \text{DepGrph}(R) \), this means \( R \) is not lock-free. Hence done.

**Definition 9.1.4.** The cut elimination relation \( \rightarrow_{\mu MLL} \) is the binary relation over \( \mu MLL^\infty \) proof structures generated by the following rules.

\[
\begin{align*}
(\Gamma \cup \{ \varphi \psi \theta \cup \psi \otimes \varphi \theta \}, \mathbb{R}) & \rightarrow_{(\mu \psi \theta) \otimes (\varphi \theta)} \Gamma \cup \{ \varphi \psi \theta \cup \psi \otimes (\varphi \theta) \}, \Theta_{inf} \\
(\Gamma \cup \{ \psi \theta_1 \cup \psi \theta_1 \}, \mathbb{R}) & \rightarrow_{(\mu \psi \theta) \cup (\varphi \theta_1)} \Gamma \cup \{ \varphi \psi \theta_1 \cup \psi \theta_1 \}, \Theta_{inf} \\
(\Gamma \cup \{ \mu \varphi \psi \theta \cup \varphi \psi \theta \}, \mathbb{R}) & \rightarrow_{(\mu \varphi \psi \theta) \cup (\varphi \psi \theta)} \Gamma \cup \{ \varphi \psi \theta \cup (\mu \varphi \psi \theta) \}, \Theta_{inf}
\end{align*}
\]

By simple inspection of the rules, we have following proposition.

**Proposition 9.1.2.** Let \( R, R' \) be \( \mu MLL^\infty \) proof-structures such that \( R \rightarrow_{\mu MLL^\infty} R' \). If \( R \) is axiom-free, then so is \( R' \). Furthermore, if \( R \) is correct, so is \( R' \).

Note that the elimination relation defines a rewriting system on axiom-free \( \mu MLL^\infty \) proof-structures. Cut reduction sequences in such infinitary settings could potentially be infinite.

**Definition 9.1.5.** A sequence of inframes, \( \{ R_i \}_{i \in \omega} \), is called a reduction sequence if for every \( i \in \omega \), \( R_i \rightarrow_{\mu MLL^\infty} R_{i+1} \) by the cut reduction rules in definition 9.1.4. A reduction sequence is said to be fair if for every \( i \in \omega \) and \( (C, C') \) such that \( R_i \rightarrow_{(C, C')} R' \), there is some \( j \geq i \), such that \( (C, C') \) cannot be reduced in \( R_j \), i.e. there is no inframe \( R'' \) such that \( R_j \rightarrow_{(C', C'')} R'' \).

If a transfinite cut reduction sequence is convergent then it is strongly convergent. By the compression lemma, this implies that there is a cut reduction sequence bounded by \( \omega \) that converges to the same limit. Fairness is a sufficient condition for convergence within \( \omega \). Note that, if there are finitely many cuts then fairness can be relaxed to the following condition known as weak fairness.

**Definition 9.1.6.** A reduction sequence \( \{ R_i \}_{i \in \omega} \), is said to be weakly fair if for every cut \( (C, C') \) in \( R_i \), there is a \( j > i \) such that \( R_j \rightarrow_{(C', C') \omega} R_{j+1} \) for some suboccurrence \( C' \) of \( C \).
It is easy to see that fairness implies weak fairness. We will show that the cut elimination relation defines a metric rewriting system and we will show that a fair cut reduction sequence from an infinet \( R \) strongly converges to \( \{R\} \). In order to do that we need to construct a metric on axiom-free infinites.

In order to define the distance function \( d \) between two infinites \( R = (\Gamma, \mathcal{R}, \Theta_{inf}) \) and \( R' = (\Gamma', \mathcal{R}', \Theta'_{inf}) \), we individually define distance functions (denoted by \( d_1, d_2, \) and \( d_3 \) respectively) on each of its components. The product metric is defined as the \( L_1 \) norm. To define the distance functions \( d_1, d_2, \) and \( d_3 \) we need to define the symmetric difference of two sets. The symmetric difference of two sets \( A \) and \( B \), denoted by \( A \Delta B \), is defined as \( A \Delta B = (A \setminus B) \cup (B \setminus A) \). We state a few basic properties of symmetric difference.

- \( A \Delta B = B \Delta A \)
- \( A \Delta B = \emptyset \) if \( A = B \).
- \( A \Delta \emptyset = A = \emptyset \Delta A \).

Finally, we are ready to define the distance between sets of partial syntax trees, cuts, and axioms respectively.

\[
d_1(\Gamma, \Gamma') = \begin{cases} 0 & \text{if } \Gamma = \Gamma'; \\ \left(\min(|\alpha| \mid \alpha \in \Gamma \Delta \Gamma')\right)^{-1} & \text{otherwise.} \end{cases}
\]

\[
d_2(\mathcal{R}, \mathcal{R}') = \begin{cases} 0 & \text{if } \mathcal{R} = \mathcal{R}'; \\ \left(\min(|\alpha| \mid \alpha \in \mathcal{R} \Delta \mathcal{R}')\right)^{-1} & \text{otherwise.} \end{cases}
\]

\[
d_3(\Theta_{inf}, \Theta'_{inf}) = \begin{cases} 0 & \text{if } \Theta_{inf} = \Theta'_{inf}; \\ \left(\min\left(|\alpha| \mid \alpha \in \left(\bigcup_{\theta \in \Theta_{inf}} \theta\right) \Delta \left(\bigcup_{\theta' \in \Theta'_{inf}} \theta'\right)\right)\right)^{-1} & \text{otherwise.} \end{cases}
\]

**Remark 9.1.1.** There is a bit of hand-waving in the definition of \( d_3 \). It has not been mentioned how one is supposed to determine \( \alpha \) from any word \( w \) in \( \left(\bigcup_{\theta \in \Theta_{inf}} \theta\right) \Delta \left(\bigcup_{\theta' \in \Theta'_{inf}} \theta'\right) \). Technically, we extend the alphabet with the letter \( \# \) and ensure that words in this set are of the form \( \alpha \# u \) i.e. every (possibly infinite) word has exactly one finite prefix ending at \( \# \). Equality on such words are defined as \( \alpha \# u = \alpha' \# u' \) if \( \alpha u = \alpha'u' \).

**Lemma 9.1.2.** The set of all sets of partial syntax trees (respectively, of cuts, and axioms) equipped with \( d_1 \) (respectively \( d_2 \) and \( d_3 \)) is a metric space.

**Proof.** Fix arbitrary sets of partial syntax trees \( \Gamma, \Gamma' \), and \( \Gamma'' \). First note that \( d_1(\Gamma, \Gamma') \geq 0 \). Symmetry follows from the symmetry of \( \Delta \).

**Identity of indiscernibles.** By definition, \( d(\Gamma, \Gamma) = 0 \). Also note \( d_1(\Gamma, \Gamma') = 0 \) is only possible if \( \Gamma = \Gamma' \) (in all other case it is a real number in \((0,1]\)).

**Triangle inequality.** We will in fact, prove a stronger statement. We will show that \( d_1 \) is an ultrametric i.e. \( \max(d_1(\Gamma, \Gamma'), d_1(\Gamma', \Gamma'')) \geq d_1(\Gamma, \Gamma'') \). If \( \Gamma = \Gamma' \), then \( d_1(\Gamma, \Gamma') = d_1(\Gamma', \Gamma'') = d(\Gamma, \Gamma'') \). Hence done. Similarly, if \( \Gamma = \Gamma'' \), then the inequality is trivially true. Therefore, assume \( \Gamma, \Gamma' \) and \( \Gamma'' \) are distinct. So, we need to show that

\[
\max\left(\frac{1}{f(\Gamma, \Gamma')}, \frac{1}{f(\Gamma', \Gamma'')}\right) \geq \frac{1}{f(\Gamma, \Gamma'')}
\]

Wlog assume \( \frac{1}{f(\Gamma, \Gamma')} = \frac{1}{f(\Gamma', \Gamma'')} = \frac{1}{|\alpha|} \). Therefore,

\[
f(\Gamma, \Gamma') \leq f(\Gamma', \Gamma'')
\]

From the definition of \( d \), we have that \( |\alpha| \leq |\beta| \) for all \( \varphi_{\beta, \Gamma}^U \in \Gamma \Delta \Gamma' \). From Equation (9.1), \( |\alpha| \leq |\beta| \) for all \( \varphi_{\beta, \Gamma}^U \in \Gamma \Delta \Gamma' \). Combining the two, we have \( |\alpha| \leq |\beta| \) for all \( \varphi_{\beta, \Gamma}^U \in (\Gamma \cup \Gamma' \cup \Gamma'') \setminus (\Gamma \cap \Gamma' \cap \Gamma'') \). Therefore, \( |\alpha| \leq f(\Gamma, \Gamma'') \). Hence \( \frac{1}{|\alpha|} \geq \frac{1}{f(\Gamma, \Gamma'')} \). The proofs for \( d_2 \) and \( d_3 \) are similar.

Finally, define \( d(\mathcal{R}, \mathcal{R}') = d(\Gamma, \Gamma') + d(\mathcal{R}, \mathcal{R}') + d(\Theta_{inf}, \Theta'_{inf}) \).
Theorem 9.1.1. The set of all axiom-free $\mu$MLL$^\infty$ proof-structures equipped with $d$ is a metric space.

Proof. Since $L_p$ norm defines a product metric for any $p$, this follows immediately from Lemma 9.1.2. \qed

Theorem 9.1.2. Let $S = \{R_i\}_{i\in\omega}$ be a fair reduction sequence such that $R_0$ is valid. Then, $S$ strongly converges to $(R_0)$. 

Proof. Weak fairness (which is implied by fairness) already ensures that cuts of larger and larger addresses are reduced. This ensures that a weak converging sequence is indeed strongly converging. In order to prove weak convergence, we will prove the following two claims:

1. $d(R_{i+1}, (R_0)) \leq d(R_i, (R_0))$;
2. for all $\varepsilon > 0$, there exists $N$ such that $d(R_N, (R_0)) < \varepsilon$.

Note that by Lemma 9.1.1, $(R_0)$ is indeed a valid axiom-free infinet. In particular, this ensures that the distance function can be applied meaningfully above. Combining these two claims, we have that for all $\varepsilon > 0$, there exists $N$ such that for all $i \geq N$, $d(R_i, (R_0)) < \varepsilon$ proving that $S$ weakly converges to $(R_0)$. Let $R_i = (\Gamma_i, \bar{\Theta}_i, \Theta_i)$ and $(R_0) = (\Gamma, \emptyset, \Theta)$. Since no cuts are removed in finitely many steps, for all $i$, $\Gamma_i \neq \Gamma$, $\bar{\Theta}_i \neq \emptyset$, and $\Theta_i \neq \Theta$. Moreover, the only difference between $R_i$ and $(R_0)$ is in the cut occurrences, hence $d_1(\Gamma_i, \Gamma) = d_2(\bar{\Theta}_i, \emptyset) = d_3(\Theta_i, \Theta)$.

Proof of claim 1. It suffices to show that $d_2(\bar{\Theta}_{i+1}, \emptyset) \leq d_2(\bar{\Theta}_i, \emptyset)$. In other words, we need to show that $\min\{|\alpha| \mid \{\varphi_\alpha, \varphi_\alpha^+\} \in \bar{\Theta}_i\} \leq \min\{\{\alpha\mid \{\varphi_\alpha, \varphi_\alpha^+\} \in \bar{\Theta}_{i+1}\}\}$ since $\Delta \emptyset = A$. Noting that the cut reduction rules in Definition 9.1.4 increases the size of the addresses of cut formulas, this inequality holds.

Proof of claim 2. Let $n = \left\lfloor \frac{1}{\varepsilon} \right\rfloor - \min\{|\alpha| \mid \{\varphi_\alpha, \varphi_\alpha^+\} \in \bar{\Theta}_i\}$. If $n$ is negative then choose $N = 0$. Otherwise, we will compute $N$ by induction on $n$. The base case is $n = 0$. Note that there are only finitely many distinct addresses of length $|\alpha|$, therefore there are finitely many cuts whose addresses are of size $|\alpha|$. Let $N \in \omega$ be the least index such that $R_N$ has no cuts of $|\alpha|$. We have $d(R_N, (R_0)) < \varepsilon$. By fairness, $N$ exists. For the induction case assume $n = m + 1$. By a similar reasoning as above, we have that there exists $N$ such that $\left\lfloor \frac{1}{\varepsilon} \right\rfloor - \min\{|\alpha| \mid \{\varphi_\alpha, \varphi_\alpha^+\} \in \bar{\Theta}_N\} = m$. By IH, there exists, $N'$ such that $d(R_{N'}, (R_0)) < \varepsilon$. Hence done. \qed

Our reduction sequences are peculiar. We neither allow finite reduction sequences nor transfinite ones. Therefore, in particular, standard notions of confluence cannot be imported. However, we note that, even without the fairness condition, we can show that reduction sequences are convergent (one needs to generalise the notion of norm in order to do this). Consequently, we have the following notion of confluence.

Corollary 9.1.2.1. Let $S$ and $S'$ be two reduction sequences starting from a valid axiom-free infinet $R$ such that $R$ and $S'$ converges to $R_1$ and $R_2$ respectively. Then, all fair reduction sequences starting from $R_1$ and $R_2$ converge to $(R)$. 

Infinitary $\eta$-expansion

The notion of axiom expansion in proofs can be lifted to proof-nets in MLL by way of the following graph rewrite rules.

In the rest of this section, we will show that the $\eta$-expansion of MLL nets can be lifted to some special types of infinets. This will serve two purposes: firstly, it will exhibit the utility of the metric we define on infinets outside of the proof of Theorem 9.1.2, secondly, it will help us show that the axiom-free restriction is not ad-hoc as it may appear.
Definition 9.1.7. An infinet \((\Gamma, \mathcal{R}, \Theta_f, \Theta_{inf})\) is said to be non-stationary if for all \(\theta \in \Theta_{inf}, \theta \subset \{l, r, i\}^\omega\). An infinet which is not non-stationary is called a halting infinet.

The reason behind the nomenclature is that in a non-stationary infinet, no occurrence is stationary in an infinite axiom. We will define infinitary \(\eta\)-expansion for non-stationary infinets. Since we work with the algebraic presentation of proof-nets, we will first provide the \(\eta\)-expansion rules in this presentation.

Definition 9.1.8. The axiom expansion relation \(\rightarrow_\eta\) is a binary relation over infinets generated by the following rules.

1. \((\Gamma \cup \{ A^U, B^V \}, \mathcal{R}, \Theta \cup \{ \langle \alpha u, \beta v \rangle \}) \rightarrow_\eta (\Gamma \cup \{ A^U, B^V \}, \mathcal{R}, \Theta \cup \{ \langle \alpha u, \beta \cdot v \rangle \})\)

   where \(u \in U, v \in V, (A, u) = F \otimes G, (B, u') = G^\bot H_{\bot}, U' = (U \setminus \{u\}) \cup \{ul, ur\}\) and \(V' = (V \setminus \{v\}) \cup \{vl, vr\}\).

2. \((\Gamma \cup \{ A^U, B^V \}, \mathcal{R}, \Theta \cup \{ \langle \alpha u, \beta v \rangle \}) \rightarrow_\eta (\Gamma \cup \{ A^U, B^V \}, \mathcal{R}, \Theta \cup \{ \langle \alpha u, \beta v \rangle \})\)

   where \(u \in U, v \in V, (A, u) = \mu x.F, (B, u') = \nu x.F_{\bot}, U' = (U \setminus \{u\}) \cup \{ul, ur\}\) and \(V' = (V \setminus \{v\}) \cup \{vl, vr\}\).

If an infinet is halting, \(\eta\)-expansion can be crucially non-confluent. Consider an infinite axiom which has two stationary formulas \(F \otimes G\) and \(G^\bot H_{\bot}\). Then, there are several choices for the next step of \(\eta\)-expansion. If we are not careful, we can break the \(\triangleright\) correctness (it is reasonable to preserve correctness by \(\eta\)-expansion) as in Figures 9.1a and 9.1b. If we are more careful, we do have infinets, but they are crucially different \(i.e\). they cannot be confluent under \(\eta\)-expansion as in Figures 9.1c and 9.1d.

An infinitary \(\eta\)-expansion sequence \(S = \{R_i\}_{i \in \omega}\) is a sequence of infinets such that for all \(i \in \omega\), \(R_i \rightarrow_\eta\ R_{i+1}\). A fair \(\eta\)-expansion sequence is the one for every finite axiom, an \(\eta\)-expansion rule is applied to it after a finite number of steps (analogously, in a fair cut reduction, for every cut, a cut-reduction rule is applied on it after finite time). As before, we will guess the limit of an infinitary \(\eta\)-expansion sequence.

Definition 9.1.9. Let \(\mathcal{R} = (\Gamma, \mathcal{R}, \Theta_f, \Theta_{inf})\) be a non-stationary infinet. Let \(\langle \alpha u, \beta v \rangle \in \Theta_f\) such that \([\langle F, u \rangle] = \varphi\) and \([\langle G, u' \rangle]\) = \(\varphi_{\bot}\) for some \(F^U, G^{\bot} \in \Gamma\). Let \(V, V_{\bot}\) be the syntax tree of \(\varphi\) and \(\varphi_{\bot}\) respectively. Let \(\Theta_{\langle \alpha u, \beta u' \rangle} = \{\langle \alpha u, \beta u' \rangle\} | v \in U\). \(U'_{\langle \alpha u, \beta u' \rangle} = \alpha u V\) and \(U'_{\langle \alpha u, \beta u' \rangle} = \beta u' V_{\bot}\). Define \(\eta^\omega(\mathcal{R})\) as the infinet \((\Gamma', \mathcal{R}, \Theta', \Theta_{inf}')\) where \(\Theta_f = \{F_{\eta^\omega(U)} | F^U \in \Gamma\}\), \(\Theta_{inf} \cup \Theta_{inf}' = \Theta_{inf} \cup \bigcup_{\theta \in \Theta_f} \Theta_{\theta}\), and \(\eta^\omega(U) = (U \setminus \bigcup_{\theta \in \Theta_f} \theta) \cup \bigcup_{\theta \in \Theta_f} \Theta_{\theta}\).

Lemma 9.1.3. For all infinets \(\mathcal{R}, \eta^\omega(\mathcal{R})\) is also an infinet.

Proof Sketch. For any \(F^U, F_{\eta^\omega(U)}\) is indeed a partial syntax tree such that \(U \subseteq \eta^\omega(U)\). Note that \(\Theta_{inf} \cup \Theta_{inf}'\) is indeed a partition of the leaves of \(\Gamma\). So basically we need to show that \(\eta^\omega(\mathcal{R})\) is \(\triangleright\) correct and lock-free.

The basic idea is that every finite axiom \(\theta\) in \(\mathcal{R}\) has been replaced by a proof-structure (say, \(R_\theta\)) that has exactly two doors: the occurrences in \(\theta\). Moreover, \(R_\theta\) is not arbitrary, it is maximal. Now that we have shown \(R_\theta\) is an infinet for all \(\theta\), the result follows from the fact that \(\mathcal{R}\) is an infinet. \(\Box\)

Now, we need to show fair \(\eta\)-expansion sequences starting from \(\mathcal{R}\) strongly converge to \(\eta^\omega(\mathcal{R})\). We will slightly modify the metric from before:

\[
d_1'(\Gamma, \Gamma') = \begin{cases} 0 & \text{if } \Gamma = \Gamma' \\ \left(\min(\{|\alpha u| | u \in U \Delta U', \varphi^U_{\alpha} \in \Gamma, \varphi'^U_{\alpha} \in \Gamma'\})\right)^{-1} & \text{otherwise.} \end{cases}
\]

\[
d_3'(\Theta_{inf}, \Theta'_{inf}) = \begin{cases} 0 & \text{if } \Theta_{inf} = \Theta'_{inf} \\ \left(\min(\{|\alpha u| | \alpha u \in \bigcup_{\theta \in \Theta_{inf}} \Delta(\bigcup_{\theta' \in \Theta'_{inf}} \theta')\})\right)^{-1} & \text{otherwise.} \end{cases}
\]

Note that these distances are well-defined if the underlying set of doors of \(\mathcal{R}\) and \(\mathcal{R}'\) are identical. Verifying that they are indeed a metric is similar to the proof of Lemma 9.1.2 and we shall not recast it here. By abuse of notation, the metric on infinets, \(\mathcal{R}, \mathcal{R}'\) defined as \(d_1'(\Gamma, \Gamma') + d_2(\mathcal{R}, \mathcal{R}') + d_3'(\Theta, \Theta')\) is still referred to as \(d(\mathcal{R}, \mathcal{R}')\).
Theorem 9.1.3. Let $S = \{\mathcal{R}_i\}_{i \in \omega}$ be a fair $\eta$-expansion sequence. Then, $S$ strongly converges to $[\eta^\infty(\mathcal{R}_0)]$.

Proof. As in Theorem 9.1.2, fairness ensures that finite axioms on larger and larger addresses are reduced. This ensures that a weakly converging sequence is indeed strongly converging. In order to prove weak convergence, we will prove the following two claims:

1. $d(\mathcal{R}_{i+1}, \eta^\infty(\mathcal{R}_0)) \leq d(\mathcal{R}_i, \eta^\infty(\mathcal{R}_0))$;

2. for all $\varepsilon > 0$, there exists $N$ such that $d(\mathcal{R}_N, \eta^\infty(\mathcal{R}_0)) < \varepsilon$.

By Lemma 9.1.3, $\eta^\infty(\mathcal{R}_0)$ is an infinit which ensures that the distance function can be applied meaningfully above. As in Theorem 9.1.2, combining these two claims, we have that $S$ weakly converges to $\eta^\infty(\mathcal{R}_0)$. Let $\mathcal{R}_i = (\Gamma_i, \mathcal{R}_i, \Theta_i)$ and $\eta^\infty(\mathcal{R}_0) = (\Gamma, \Theta)$. We observe that $\eta$-expansion does not touch cuts, hence for all $i, j$, $\mathcal{R}_i = \mathcal{R}_j = \mathcal{R}$. So, for all $i$, $d_2(\mathcal{R}_i, \mathcal{R}) = 0$. Since, $\mathcal{R}_i$ and $\eta^\infty(\mathcal{R}_0)$ only differ in axioms, we have $d_1'(\Gamma_i, \Gamma) = d_1'(\Theta_i, \Theta)$. Furthermore, since no axioms are fully expanded in finitely many steps, $\Gamma_i \neq \Gamma$ and $\Theta_i \neq \Theta$.

Proof of claim 1. This follows from noting the $\eta$-expansion rules increase the size of the finite words in the partial syntax trees of the same occurrence.

Proof of claim 2. Let $n = \lfloor \frac{1}{\varepsilon} \rfloor - \min \left( \{ |\alpha u| \mid \alpha u \in \left( \bigcup_{\theta \in \Theta_i} \theta \right) \} \right)$. If $n$ is negative then choose $N = 0$. Otherwise, we will compute $N$ by induction on $n$. The base case is $n = 0$. Noting that there are only finitely many distinct addresses of length $|\alpha u|$, therefore there are finitely many finite axioms whose addresses are of size $|\alpha u|$. Let $N \in \omega$ be the least index such that $\mathcal{R}_N$ has no finite axioms of $|\alpha u|$. We have $d(\mathcal{R}_N, \eta^\infty(\mathcal{R}_0)) < \varepsilon$. By fairness, $N$ exists. The induction case goes similarly.

We have thus established a notion of infinitary $\eta$-expansion on non-stationary infinites. Infinitary $\eta$-expansions have been studied in the context of Böhm trees [Nak75]. But how does this connect to axiom-free infinites? Imagine in $\mathbf{LK}$, we fix a particular valuation of atoms: every positive atom is substituted by $\top$ and every negative atom is substituted by $\bot$. Every proof of a formula is also a proof
under the substitution map. One can carry forward this intuition to linear logic and $\mu$MALL$^\infty$. Now recall from Chapter 5 that $[\mu x.x] = 0$ and $[\nu x.x] = \top$. Therefore, if every positive atom is substituted by $\nu x.x$ and every negative atom is substituted by $\mu x.x$, then the geometry of the proofs (and the proof-nets) does not change. Therefore, there is a trivial geometry-preserving map from infinets with atoms to infinets without axioms. Finally, note that the infinitary $\eta$-expansion of atom-free infinets is axiom-free.
9.2 $\mu \text{MALL}^\infty$ cut-elimination revisited

While the multicut brings uniformity in the treatment of cut-elimination in sequent calculus, it is not well-suited for our purpose of developing a canonical and parallel treatment of cuts in non-wellfounded proof systems. It is indeed better suited to use the usual cut-rule to draw a comparison between cut-reductions in sequent systems and in proof-nets, as we will do in the next section of this chapter. To serve this purpose, we develop here an alternative approach to cut-elimination for non-wellfounded proof which avoids the use of the multicut but relies on the standard cut instead and we will prove a new cut-elimination result in this case. Note that our proof is not independent of Theorem 4.5.2.

In order to formally work with multicuts, we need to switch to occurrences from formulas. We denote the non-wellfounded system with multicuts over occurrences by $\mu \text{MALL}^\infty_m$. Formally the multicut rule comes with a function $\iota$ which shows how the occurrences of the conclusion are distributed over the premises (modulo renaming), and a relation $\parallel$, specifying which occurrences are cut-connected. We recall the formal definition from [BDS16, Dou17, BDKS22].

**Definition 9.2.1.** Given sequents $\Gamma, \Gamma_1, \ldots, \Gamma_n$ where $n > 0$ and such that $\Gamma_i, \Gamma_j$ are disjoint for all $i \neq j$, a multicut of conclusion $\vdash \Gamma$ and premisses $(\Gamma_i)_{i \in [1;n]}$ is given by an injection $\iota : \Gamma \mapsto \bigcup_{i=1}^n \Gamma_i$ and a binary relation $\parallel \subseteq (\bigcup_{i=1}^n \Gamma_i)^2$ such that:

- For all $F \in \Gamma$, $[\iota(F)] = [F]$.
- For all $F,G \in \bigcup_{i=1}^n \Gamma_i$, $F \parallel G$ implies $[F] = [G^\perp]$.
- If $F \in \Gamma_i$ and $G \in \Gamma_j$ such that $F \parallel G$ then $i \neq j$.
- $\text{dom}(\parallel) = (\bigcup_{i=1}^n \Gamma_i) \setminus \text{im}(\iota)$.
- Given two sequents $\Gamma_i$ and $\Gamma_j$, we say that they are $\parallel$-connected on a pair of formula occurrences $(F,G)$ when $F \in \Gamma_i$, $G \in \Gamma_j$ such that $F \parallel G$. We say that they are $\parallel$-connected, and we write $\Gamma_i \parallel \Gamma_j$, when they are $\parallel$-connected on some $(F,G)$. The relation $\parallel$ on sequents must satisfy two conditions:
  - two sequents must be $\parallel$-connected on at most one pair of occurrences $F,G$;
  - the graph of the relation $\parallel$ must be connected and acyclic.

We write this multicut rule as:

$$
\begin{array}{c}
\Gamma_1 \ldots \Gamma_n \\
\vdash \Gamma
\end{array}
\quad (\text{mcut}(\iota, \parallel))
$$

If clear from the context, we omit to specify $\iota$ and $\parallel$ in the rule name.

In the rest of this section, we will detail the cut-elimination procedure for $\mu \text{MALL}^\infty$ with the standard cut rule. In other words, we will avoid the use of the multicut rule. We shall simply retain however a degenerate case of the multi-cut viz. the unary case, used to lazily perform the cut-axiom reduction and relocate addresses. Indeed, as we work with explicit occurrences, the cut/id case is as follows:

$$
\begin{array}{c}
\vdash F,G^\perp \\
\vdash G,\Gamma
\end{array}
\quad (\text{id})
\quad \frac{\pi}{\vdash F,\Gamma} (\text{cut})
$$

with $[F] = [G]$, which cannot simply be reduced to $\vdash F,G^\perp$ as the occurrences do not match (in fact, the addresses of $F$ and $G$ are disjoint). Instead of substituting occurrences in $\pi$ (which is a non-wellfounded object), we treat this substitution lazily, in the form of an explicit substitution (cf. [ACCL91]) adding the following unary inference rule: $\frac{\vdash \Gamma}{\vdash \Gamma'}$ (loc($\iota$)) where $\iota$ is a one-to-one map from $\Gamma$ to $\Gamma'$ such that for all $F \in \Gamma$, $[\iota(F)] = [F']$. In the rest of this section, when writing $\mu \text{MALL}^\infty$, we mean $\mu \text{MALL}^\infty$ extended with the Loc($\iota$) rule.

**Definition 9.2.2.** The cut elimination relation $\rightarrow_c$ is the binary relation over proofs generated by extending the key rules of MALL (cf. Figure 3.2, with the exception of the cut-axiom rule) with fixed point reductions and extending the commutation rules of MALL (cf. Figure 3.3) with commutation rules for fixed points and Loc (cf. Figure 9.2) and the following cut-axiom rule:
\[
\frac{\vdash A, B \perp}{\vdash A, \Gamma} \quad \frac{\pi}{\vdash B, \Gamma} \quad \text{(cut)} \quad \Rightarrow \quad \frac{\pi}{\vdash B, \Gamma} \quad \text{(Loc(\iota))}
\]

where \(\iota(A) = B, \iota(H) = H\) for \(H \in \Gamma\).

We use the following notations:

- \(\rightarrow_m\) for the multicut reduction rules of [BDS16];
- \(\rightarrow_{\text{merge}}\) for the \(mcut\) merge reduction (defined in Section 4.5).
- \(\rightarrow_{\text{comm}}\) for the cut commutation reduction.

**Definition 9.2.3.** Let \(\pi\) be a \(\mu\text{MALL}_m\) proof. Define the intermediary translation of \(\pi\), denoted \(\llbracket \pi \rrbracket\), as the proof where each unary \(mcut\) has been replaced by an appropriate \(\text{Loc}\) and each binary \(mcut\) has been replaced by a \(\text{cut}\) and (possibly) a \(\text{Loc}\) rule. Formally, in \(\pi\) every occurrence of

\[
\begin{align*}
\frac{\vdash \Gamma}{\vdash \Gamma'} \quad (\text{mcut}(\iota, \varnothing)) & \quad \text{is replaced by} \quad \frac{\vdash \Gamma'}{\vdash \Gamma} \quad (\text{Loc(\iota)}) \\
\frac{\vdash \Gamma_1 \quad \vdash \Gamma_2}{\vdash \Gamma} \quad (\text{mcut}(\text{id}, \_|\_)) & \quad \text{is replaced by} \quad \frac{\vdash \Gamma_1 \quad \vdash \Gamma_2}{\vdash \Gamma} \quad (\text{cut}) \\
\frac{\vdash \Gamma_1 \quad \vdash \Gamma_2}{\vdash \Gamma} \quad (\text{mcut}(\iota, \_|\_)) & \quad \text{is replaced by} \quad \frac{\vdash \Gamma_1 \quad \vdash \Gamma_2}{\vdash \Gamma'} \quad (\text{cut}) \quad \text{where} \quad \Gamma' = \iota(\Gamma)
\end{align*}
\]

Finally, define \(CSeq(\pi) = \{[\pi'] | \exists \pi', \forall \pi'', \pi'' \not\rightarrow_{\text{merge}} \pi' \rightarrow^*_{\text{merge}} \pi\}\).

For the rest of this section, fix a \(\mu\text{MALL}_m\) proof \(\pi_m\). In general, \(\llbracket \pi_m \rrbracket\) is a proof in the hybrid system with both multicuts and \(\text{Loc}\) rules. However, elements of \(CSeq(\pi_m)\) are all proofs in \(\mu\text{MALL}\) (i.e. without any multicuts).

**Lemma 9.2.1.** If \(\pi \in CSeq(\pi_m)\), then \(\pi \in \mu\text{MALL}\). Furthermore, every sequent in \(\pi_m\) also occurs in \(\pi\).

**Proof.** By definition, \(\pi = [\pi']\) such that for all proofs \(\pi'' \in \mu\text{MALL}_m\), \(\pi'' \not\rightarrow_{\text{merge}} \pi' \rightarrow^*_{\text{merge}} \pi_m\). In other words, there does not exist any \(\pi''\) such that \(\pi'' \rightarrow_{\text{merge}} \pi'\). Therefore, \(\pi'\) only has unary or binary (\(mcut\)) inferences. Since \([\bullet]\) transforms unary or binary (\(mcut\)) inferences into (cut) and (\(\text{Loc}\)) inferences, \(\pi \in \mu\text{MALL}\). The subsequent claim is trivial. Note that for any two proofs \(\pi_0, \pi_1\) such that \(\pi_0 \rightarrow_{\text{merge}} \pi_1\), then every sequent in \(\pi_1\) occurs in \(\pi_0\) (the converse doesn’t necessarily hold). Since \([\bullet]\) does not change sequents (rather it simply rearranges sequents with possibly different inferences), we conclude. \(\square\)

**Lemma 9.2.2.** If \(\pi_m\) contains an instance of the \(mcut\) rule with premisses \(\vdash \Gamma_1\) and \(\vdash \Gamma_2\) such that \(\Gamma_1 \| \Gamma_2\), then there exists some \(\pi \in CSeq(\pi_m)\) containing an instance of the (cut) rule with \(\Gamma_1\) and \(\Gamma_2\) as premisses.
\[
\begin{align*}
\pi & \vdash \Gamma', F'[\eta \pi F'] \quad (\eta) & \rightarrow & \pi \vdash \Gamma', F'[\eta \pi F'] \quad (\text{Loc}(\pi)) \\
\pi & \vdash \Gamma', \eta \pi F' \quad (\text{Loc}(\eta)) & \rightarrow & \pi \vdash \Gamma, \eta \pi F' \quad (\text{Loc}(\pi))
\end{align*}
\]
\[
\begin{align*}
\pi_1 & \vdash \Gamma', F', G' \quad (\otimes) & \rightarrow & \pi_1 \vdash \Gamma', F', G' \quad (\text{Loc}(\pi)) \\
\pi_2 & \vdash \Gamma, \Delta, F \otimes G \quad (\text{Loc}(\pi)) & \rightarrow & \Gamma, \Delta, F \otimes G \quad (\otimes)
\end{align*}
\]
\[
\begin{align*}
\pi_1 & \vdash \Gamma', F', G' \quad (\otimes) & \rightarrow & \pi_1 \vdash \Gamma', F', G' \quad (\text{Loc}(\pi)) \\
\pi_2 & \vdash \Gamma, F \bowtie G \quad (\text{Loc}(\pi)) & \rightarrow & \Gamma, F \bowtie G \quad (\otimes)
\end{align*}
\]
\[
\begin{align*}
\pi_1 & \vdash \Gamma', C \quad (\text{cut}) & \rightarrow & \pi_1 \vdash \Gamma', C \quad (\text{Loc}(\pi)) \\
\pi_2 & \vdash \Gamma, \Delta \quad (\text{Loc}(\pi)) & \rightarrow & \Gamma, \Delta \quad (\text{cut})
\end{align*}
\]
\[
\begin{align*}
\pi & \vdash \Gamma' \quad (\text{Loc}(\pi)) & \rightarrow & \pi \vdash \Gamma' \quad (\text{Loc}(\pi)) \\
\pi & \vdash \Gamma \quad (\text{Loc}(\pi)) & \rightarrow & \Gamma \quad (\text{Loc}(\pi))
\end{align*}
\]
\[
\begin{align*}
\pi & \vdash F', G' \quad (\text{id}) & \rightarrow & \pi \vdash F', G' \quad (\text{id})
\end{align*}
\]

Figure 9.2: Commutation of logical rules with relocations where \(\eta \in \{\mu, \nu\}\). (The case for (\otimes), (\otimes), (\perp) is similar to that of (\otimes), (\otimes) respectively. The case for (\perp) and (1) is similar to that of (id).) Here \(r\) is the formula which is principal after the rule application.

**Proof.** Consider some \(\pi_0 \in \text{CSeq}(\pi_m)\) such that the number of (cut) inferences (say \(n_c\)) on a path from \(\Gamma_1\) to \(\Gamma_2\) is minimal. If \(n_c = 1\), we are done. Otherwise, we claim that there exists \(\pi_1\) such that \(\pi_0 \to^* \pi_1, \pi_1 \in \text{CSeq}(\pi_m)\), and the distance between \(\Gamma_1\) and \(\Gamma_2\) less than \(n_c\). This immediately contradicts the minimality of \(n_c\). Therefore the only thing left to show is that such a \(\pi_1\) exists.

Since \(n_c > 1\), we observe that in \(\pi_0, \Gamma_1\) and \(\Gamma_2\) are introduced by different cuts (since they are cut-connected, they are necessarily introduced by cuts). Wlog, assume that \(\Gamma_2\) is introduced by a cut inference \(c\) that is higher than the cut inference \(c'\) introducing \(\Gamma_1\). Since there is a multicut with premises \(\vdash \Gamma_1\) and \(\vdash \Gamma_2, c'\) can be permuted down until it is exactly above a cut rule \(c''\) (possibly \(c\)). Consider \(\pi_1\) where \(c'\) permutes below \(c''\). Note that \(\pi_1\) satisfies all requisite conditions. \(\square\)

**Lemma 9.2.3.** Suppose \(\pi_m\) has finitely many mcuts. Let \(\pi, \pi' \in \text{CSeq}(\pi_m)\). Then, \(\pi \to^* \pi'\).

**Proof.** Since there are finitely many mcuts, wlog, there is exactly one mcut given by \((\mu, \bot)\). Let \(\{\vdash \Gamma_i\}_{i \in [n]}\) be its premises. Then, by Lemma 9.2.1, \(\vdash \Gamma\) occurs in \(\pi\) and \(\pi'\). Since there can be no merge reductions above them, the subtree rooted under \(\vdash \Gamma_1\) is identical in \(\pi, \pi'\), and \(\pi_m\) for all \(i \in [n]\).

We will induct on the size of the of graph of \(\bot\). Let \(\Gamma_1, \Gamma_2, \Gamma'_1\) and \(\Gamma'_2\) be such that the lowest cut in \(\pi\)
(respectively, \(\pi'\)) has premisses \(\Gamma_1\) and \(\Gamma_2\) (respectively \(\Gamma'_1\) and \(\Gamma'_2\)). If \(\{\Gamma_1, \Gamma_2\} = \{\Gamma'_1, \Gamma'_2\}\), we consider the subproofs rooted at \(\Gamma_1\) and \(\Gamma_2\) and apply the induction hypothesis. Otherwise, wlog, assume \(\Gamma_1 \neq \Gamma'_1\). Then, \(\Gamma_1\) occurs above \(\Gamma'_1\) in \(\pi'\). We permute the cut with premisses \(\Gamma_1\) below the lowermost cut (by way of a finite sequence of \(\vdash_{\text{comm}}\) rules), so that we are in the same situation as before.

\[\]

\textbf{Lemma 9.2.4.} Let \(\pi_m, \pi'_m\) such that \(\pi_m \rightarrow_c \pi'_m\). Then, there exists \(\pi, \pi' \in \mu\text{MALL}^\infty\) such that the following holds.

1. Either \(\pi' = \pi\) or \(\pi \rightarrow_c \pi'\).
2. \(\pi' \in \text{CSeq}(\pi_m)\).
3. \(d(\pi_m, \pi'_m) \geq d(\pi, \pi')\).

\textbf{Proof.} If \(\pi_m \rightarrow_{\text{merge}} \pi'_m\) then, choose any \(\pi \in \text{CSeq}(\pi_m)\) and \(\pi' = \pi\). Otherwise, there is a formula occurrence \(F\) such that \(\pi\) is principal after the rule application that takes \(\pi_m\) to \(\pi'_m\). Then, there exists \(\Gamma, \Gamma'\) that is cut-connected on \((F, \Gamma, \Gamma')\). By Lemma 9.2.2, there exists \(\pi \in \text{CSeq}(\pi_m)\) which has a cut \(c\) on \(\Gamma\) and \(\Gamma'\). By simple case analysis on each multicut reduction rule (other than \(\text{merge}\)), observe that one can apply the corresponding rule \(\rightarrow_c\) on \(c\). Let \(\pi'\) be the result of this rule application. Checking \(\pi' \in \text{CSeq}(\pi'_m)\) and \(d(\pi_m, \pi'_m) \geq d(\pi, \pi')\) is immediate.

\[\]

\textbf{Lemma 9.2.5.} Let \(\{\pi^i_m\}_{i \in \omega}\) be a strongly convergent sequence of \(\mu\text{MALL}^\infty\) proofs such that \(\pi^0_m \in \mu\text{MALL}^\infty\), \(\pi^m_0 \rightarrow_c \pi^{m+1}_0\), and \(\pi_m\) as limit. Then, there exists a strongly convergent sequence \(\{\pi^i\}_{i \in \omega}\) of \(\mu\text{MALL}^\infty\) proofs such that

1. for all \(i \in \omega\), \(\pi^i \rightarrow_c \pi^{i+1}\).
2. \(\pi \in \text{CSeq}(\pi_m)\) where \(\pi\) is its limit, and
3. there exists a subsequence \(\{\pi^{\sigma}(i)\}_{i \in \omega}\) such that \(\pi^{\sigma}(0) = \pi = \pi^0\) and for all \(i \in \omega\), \(\pi^{\sigma}(i) \in \text{CSeq}(\pi^i)\).

\textbf{Proof.} We will construct \(\{\pi^{\sigma}(i)\}_{i \in \omega}\) by induction on \(i\). One can dually obtain \(\{\pi^i\}_{i \in \omega}\) from our construction. If \(i = 0\), then let \(\pi^0 = \pi^{\sigma}(0) = \pi^0_m\). Suppose \(i > 0\). Since \(\pi^{i-1}_m \rightarrow_c \pi^i_m\), by Lemma 9.2.4, there exists \(\pi, \pi'\) such that \(\pi \rightarrow_c \pi', \pi \in \text{CSeq}(\pi^{i-1}_m), \pi' \in \text{CSeq}(\pi^i_m), d(\pi^{i-1}_m, \pi^i_m) \geq d(\pi, \pi')\) and either \(\pi = \pi'\) or \(\pi \rightarrow_c \pi'\). By induction hypothesis, we have \(\pi^{\sigma}(i-1) \in \text{CSeq}(\pi^{i-1}_m)\). Now, by Lemma 9.2.3, \(\pi^{\sigma}(i-1) \rightarrow_{\text{comm}} \pi\). Choose \(\pi^{\sigma}(i) = \pi'\). Note that, the \(d(\pi^{i-1}_m, \pi^i_m) \geq d(\pi, \pi')\) condition implies that \(\{\pi^i\}_{i \in \omega}\) inherits the strong convergence of \(\{\pi^i_m\}_{i \in \omega}\).

The only thing left to show is that the limits are the same. Note that \(\pi^{\sigma}(i) \in \text{CSeq}(\pi^i_m)\) has the same cuts as \(\pi^i_m\) up to several \(\text{merge}\) rules. Therefore, if a multicuts is removed in the limit \(\pi_m\), then it goes higher and higher in \(\{\pi^i_m\}_{i \in \omega}\). Consequently, the cuts corresponding to this multicuts are also removed in \(\pi\), the limit of \(\{\pi^i\}_{i \in \omega}\). Similarly, if a multicuts is not removed in \(\pi_m\), the cuts corresponding to it are not removed in \(\pi\). Therefore, \(\pi \in \text{CSeq}(\pi_m)\).

\[\]

\textbf{Theorem 9.2.1.} If \(\pi^0\) is a \(\mu\text{MALL}^\infty\) proof, then, there is a sequence of \(\mu\text{MALL}^\infty\) proofs \(\{\pi^i\}_{i \in \omega}\) with \(\pi^i \rightarrow_c \pi^{i+1}\) strongly converging to a cut-free \(\mu\text{MALL}^\infty\) proof \(\pi'\).

\textbf{Proof.} Let \(\{\pi^i_m\}_{i \in \omega}\) be a \(\mu\text{MALL}^\infty\) fair reduction sequence such that \(\pi^0_m = \pi^0\). By Theorem 4.5.2, it is a strongly convergent sequence with a cut-free limit \(\pi'\). By Lemma 9.2.5, there exists a strongly convergent sequence \(\{\pi^i\}_{i \in \omega}\) with limit \(\pi'' \in \text{CSeq}(\pi')\). Since, \(\pi'\) is cut-free, \(\pi'' = \pi'\). Hence done.

\[\]

\textbf{Corollary 9.2.1.1.} Let \(S, S'\) be fair reduction sequences from a proof \(\pi_0\). Then, they strongly converge to the same limit.

This same investigation can be done for cut elimination with respect to the bouncing thread cut-elimination (cf. Theorem 4.5.3). The details are outside the scope of this thesis. We end this section by showing that Figure 4.1b indeed has a productive cut-elimination using the \(\vdash_{\text{comm}}\) reduction rules.
Figure 9.3: A productive sequence of cut-elimination
9.3 Cut-elimination in infinites with axioms

In Section 9.1 cuts were eliminated only at the limit. In this section, we have finite axioms which interact with cuts by annihilating one another. In Section 7.2, we saw that, in order to have such cut/ax reduction rules in proof-nets with explicit handling of addresses, we need relocation cells. Consequently, infinites in this section have the \texttt{loc} component.

9.3.1 The subnet-erasure rule

The nets in Section 9.1 not only have no finite axioms, but they are also axiom-free. In particular, this means that every word in an infinite axiom is infinite. This is not necessarily the case in general. Consider the infinet

\[ R = (\{F, \{i\}, \omega \}, A, \{\epsilon\}, \{\epsilon\}, G, \{\iota\}, \{\omega\}, \{\gamma\} ) \]

where \( F = \nu x. x, G = \nu x. x, \) and \( A = \varphi \) for any arbitrary formula \( \varphi \). Unless we devise new reduction rules, we have no cut reduction rule that can be applied on this net. Therefore, we need to define new reduction rules for infinite axioms.

Note that a straightforward adaptation of the rule for finite axioms makes no sense. Imagine we reduce the cut construing the infinite axiom on the right as a finite axiom. It would result in reducing \( R \) to the object in Figure 9.5c which is not an infinet. The type of the infinite path on the right changes to \( \vdash \Gamma, \nu X, A \) at the limit \( \nu \) viz. the relocation cell changes not just the addresses but the formula itself. Now, imagine we reduce the cut and and the infinite axiom on the left. Similarly, it would reduce to an untyped object as above.

To justify a better rule, consider the template of an infinet where such a rule is potentially applicable in Figure 9.5a. Note that \( S \) is an arbitrary infinet with doors \( \Gamma \) and \( \varphi^\perp \). To get an intuition for the rule, we go back to the sequent calculus. Let \( \pi \) be a sequentialisation of the infinet above such that \( \text{dsq}(\pi') = S \). The infinite axiom is represented in \( \pi \) by the infinite branch and the only way to make it interact with \( \pi' \) (corresponding to \( S \) interacting with the infinite axiom in the net) using the rules in Definition 9.2.2 is by commuting the cut with the \( \nu \)-rule. Iterating such permutations yields infinite reduction sequence such that every proof in this sequence desequentialises to \( R \). The sequence converges to the cut-free proof in Figure 9.5b where \( \pi' \) has been deleted and \( \Gamma \) is supported by the infinite branch. Desequentialised, this yields the proof-structure in Figure 9.5c. So, an infinitary axiom and a cut interact by removing the whole subinfinet “above” the cut. Consequently, we have the following rule where \( S \) is a subnet with \( \varphi^\perp \) as door.
Although this operation will be represented by a single rule it does not correspond to one step of cut-elimination in the sequent calculus but to an infinite sequence of permutations.

**Proposition 9.3.1.** The subnet-erasure rule preserves correctness.

**Proof sketch.** We use the notation in the graph rewriting rule above and denote the infinit on the left to be $\mathcal{R}$ and proof-structure on the right to $\mathcal{R}'$. We first note that it is impossible for the rule to break connectedness. Potentially there could be a cycle involving the infinite axiom. The wires in and out of the infinite axiom in the cycle cannot be of $\Delta$ or we could reproduce the same cycle in $\mathcal{R}$. Therefore, they are from $\Gamma$. Now since $\mathcal{R}$ is DR-correct, these wires are not connected in $\mathcal{S}$ which breaks the connectedness of $\mathcal{S}$. Finally observe that the set of tensors, cuts, and pars in $\mathcal{R}$ is a subset of the set of tensors, cuts, and pars in $\mathcal{R}'$ and same dependencies. Therefore, if $\text{DepGrph}(\mathcal{R}')$ has a ray then so does $\text{DepGrph}(\mathcal{R})$. Hence done.

**Example 9.3.1.** We provide two concrete examples of $\mathcal{S}$. In the first one, we observe that $\mathcal{S}$ must be a subnet. In the second example, we observe that any subnet works.

1. Consider the net in Figure 9.7a. Note that the smallest subnet with $a \otimes b$ as door i.e. $\mathcal{S}(a \otimes b)$ has the door $a \otimes b$. If we consider the smaller substructure with doors $a$ and $b$, then $a, b$ both get grafted into the infinite axiom, thereby breaking DR-correctness.

2. Let $\varphi = a \otimes b$ and $\mathcal{S}$ be the net in Figure 9.7b. Note that there are two distinct subnets with $a \otimes b$ as door viz. $\mathcal{S}(a \otimes b)$ and $\mathcal{S}(a \otimes b)$). We can choose to delete either one of them and obtain a correct net. Both of them correspond to two different reduction sequences in sequent proofs (the reduction sequence corresponding to $\mathcal{S}(a \otimes b)$ commutes down the par-rule at some point and the reduction sequence corresponding to $\mathcal{S}(a \otimes b)$ doesn’t). However, this is non-confluent as we obtain different cut-free normal forms.

**Remark 9.3.1.** In Example 9.3.1, when we considered Figure 9.7b, the reduction sequence corresponding to the erasure of $\mathcal{S}(a \otimes b)$ infinitely commutes down the par-rule. Therefore, it is not a fair reduction sequence. Consequently, we consider a smaller set of reduction rules: instead of deleting any subnet, we specifically delete kingdoms. This not only helps us restore confluence but it also restores fairness.

**Definition 9.3.1.** The cut elimination relation $\rightarrow_{\mu_{\text{MLL}}}$ is the binary relation over proof structures generated by the rules in Definition 7.2.12 and the following rule:

$$ (\Gamma \cup \{F, F^{\perp}\}, \mathcal{R} \cup \{\theta \cup \{\alpha\}\}) \rightarrow_{\mu_{\text{MLL}}} (\Gamma', \mathcal{R}', \Theta') $$
where \(\text{addr}(F) = \alpha\). Let \(\phi(F^{-}) = (\Pi', \Theta, \Theta')\). Then, \(\Theta' = \Theta \setminus \Theta''\). For all \(F^U\), if there exists \(u \in U\) such that \((F, u)\) is a door in \(\Pi''\) then \(F^U \in \Pi'\) where \(\Pi'\) is pruned at \(u\). Finally, \(\Theta' = (\Theta \setminus \Theta'') \cup \{\theta''\}\) where \(\theta'' = \theta \cup \{\text{addr}(G) \mid G \in \Pi''\}\).

**Proposition 9.3.2.** Cut-reduction on infinites is confluent.

**Proof sketch.** Let \(R\) be an infinet that reduces to \(R_1\) and \(R_2\) by the rule \(r_1\) and \(r_2\) respectively. If \(r_1 = r_2\), then \(R_1 = R_2\) and we are done. Assume that \(r_1 \neq r_2\). If \(r_1, r_2\) are not kingdom erasure rules, then there cannot be any critical pairs. Therefore, one can apply \(r_2\) on \(R_1\) and \(r_1\) on \(R_2\) to obtain an infinet \(R'\).

Now without loss of generality, assume that \(r_1\) is a kingdom erasure that deletes the \(\phi(F)\) in \(R\). If the cut on which \(r_2\) acts in \(\phi(F)\) then this is not a critical pair and one can apply \(r_2\) on \(R_1\) and \(r_1\) on \(R_2\) as before. Otherwise, note that \(r_2\) cannot be applied on \(R_1\) but \(r_1\) can be applied on \(R_2\) to give \(R_1\) as follows.

![Diagram](image)

In any rewriting system, the diamond property implies confluence. Hence done. \(\square\)

Finally, reduction sequences and fair reduction sequences are defined in the same way as Definition 9.1.5.

### 9.3.2 Limits of reduction sequences

It is difficult to make a big-step guess of the normal form in this case. There is a good reason for that. Axiom-free nets are computationally less expressive than general \(\mu\text{MLL}^\infty\) nets. Construing cuts as computation via the CH correspondence, guessing the normal form essentially amounts to guessing the value of some function at some input without going through the function's small-step semantics. The more complicated a function is, the harder it is to guess the normal form.

Here is what we can salvage from the technique in Section 9.1: let the distance between two infinites \(R = (\Gamma, \Pi, \Theta)\) and \(R' = (\Gamma', \Pi', \Theta')\) be defined as \(d(R, R') = d_1(\Gamma, \Pi') + d_2(\Pi, \Pi')\) where \(d_2\) is the distance between sets of cuts as defined in Section 9.1. Note that this distance \(d\) is reflexive and transitive but does not satisfy the identity of indiscernibles. So, one can prove that \(\omega.r.t. d\), any fair reduction sequence \(\{R_i\}_{i \in \omega}\) converges to a net with the same non-cut doors as any term \(R_i\) and no cuts. However, there can be several such nets and this is as far as we can go.

Instead, we define a metric on the set of infinites by appealing the heights of the cuts in a sequentialisation: basically, we use a sequentialisation to give a tree-like ordering to a proof-structure, and hence, a notion of distance compatible with the reduction. This method works for progressing infinites, as we have Theorem 9.2.1 for the sequent calculus.

Thus, infinitary cut-elimination is carried out in correct and progressing \(\mu\text{MLL}^\infty\) proof-structures: correctness allows us to use the tree topology of the sequentialisations; while the progress condition ensures productivity. However, we do not have a straightforward one-one correspondence between reduction sequences in proofs and proof-nets because proof-nets quotient several commutation steps. In fact, the kingdom-erasure rule corresponds to an infinite reduction sequence.

**Definition 9.3.2.** We define the family of relations \(\{\Rightarrow_h \mid h \in \mathbb{N}\}\) on \(\mu\text{MLL}^\infty\) proofs such that \(\pi_0 \Rightarrow_h \pi'\) if the prefixes of \(\pi_0\) and \(\pi'\) of height \(h\) are identical and one of the following holds.

- either \(\pi'\) is the limit of an infinite sequence \((\pi_i)_{i \geq 0}\) such that for all \(i \geq 0\), \(\pi_{i+1}\) is obtained from \(\pi_i\) by a permutation;
- or, there exists a finite sequence \((\pi_i)_{i \in \omega}\) such that for all \(i \leq n - 1\), \(\pi_{i+1}\) is obtained from \(\pi_i\) by a permutation of an inference rule, and \(\pi'\) can be obtained from \(\pi_n\) by an external cut-reduction.

**Proposition 9.3.3.** Let \(R, R'\) be progressing infinites such that \(R \rightarrow_h R'\). Then, there exists \(\pi, \pi'\) such that \(\text{dsq}(\pi) = R, \text{dsq}(\pi') = R'\), and \(\pi \Rightarrow_h \pi'\). Diagrammatically, we have the following.
\[
\begin{array}{c}
\text{dsq}(\bullet) \\
\pi \\
\downarrow \\
R \xrightarrow{\kappa} R' \\
\text{dsq}(\bullet) \\
\pi' \\
\uparrow \\
\end{array}
\]

**Proof.** Fix a sequentialisation \( \pi \) of \( R \). We will now construct \( \pi' \). There are two cases.

**Case 1.** \( \kappa \) labels a kingdom erasure reduction. As discussed earlier, this can be simulated by an infinite number of permutations above the cut rule in \( \pi \) (while not modifying anything below).

**Case 2.** \( \kappa \) labels a reduction that is not a kingdom erasure. Then, it corresponds to one external step of cut-elimination in \( \pi \) after a finite (possibly none) number of commutation steps. \( \square \)

**Definition 9.3.3.** Let \( S = \{ R_i \}_{i \in \lambda} \) be a reduction sequence. A **sequentialisation** of \( S \) is defined as a sequence of proofs \( \{ \pi_i \}_{i \in \lambda} \) such that for all \( i \in \lambda \) such that \( i + 1 \in \lambda \), \( \text{dsq}(\pi_i) = R_i \), \( \text{dsq}(\pi_{i+1}) = R_{i+1}, \pi_i \Rightarrow_h \pi_{i+1} \) and for all \( \pi' \) such that \( \pi_i \Rightarrow_h \pi' \), we have \( h' \leq h \). Diagrammatically we have the following.

\[
\begin{array}{c}
R_0 \rightarrow R_1 \rightarrow R_2 \rightarrow \cdots \rightarrow R_k \rightarrow \cdots \\
\uparrow \\
\pi_0 \xrightarrow{h_0} \pi_1 \xrightarrow{h_1} \pi_2 \xrightarrow{h_2} \cdots \xrightarrow{h_{k-1}} \pi_k \xrightarrow{h_k} \pi' \xrightarrow{h'} \cdots
\end{array}
\]

**Proposition 9.3.4.** Let \( \{ \pi_i \}_{i \in \omega} \) be a sequentialisation of a reduction sequence such that for all \( i \in \omega \), \( \pi_i \Rightarrow_{h_i} \pi_{i+1} \). Then, \( \{ \pi_i \}_{i \in \omega} \) has a limit.

**Proof.** Fix an arbitrary \( i \). Let \( R_i = \text{dsq}(\pi_i) \), \( R_{i+1} = \text{dsq}(\pi_{i+1}) \), and \( R_i \rightarrow_{\kappa} R_{i+1} \) for some \( \kappa \). By construction, \( \kappa \) is a cut that occurs in \( \pi_i \) but not in \( \pi_{i+1} \). Therefore, \( \pi_i \) and \( \pi_{i+1} \) differs at the height \( \kappa \) occurs. Since for all \( \pi' \) such that \( \pi_i \Rightarrow_{h'} \pi' \), we have \( h' \leq h \), we have that \( \kappa \) occurs in \( \pi_i \) at height \( h \). Now, there can be at most finitely many cuts at a particular height, therefore for all \( m \in \mathbb{N} \), there exists \( n > 0 \) such that for all \( i \geq n \), \( h_i > m \). Therefore, \( \{ h_i \}_{i \in \omega} \) diverges. Consequently, the sequence \( \{ \pi_i \}_{i \in \omega} \) is Cauchy with respect to the standard distance on infinite trees. Furthermore, we recall that the class of infinite trees with respect to this distance is a complete metric space. Therefore, every Cauchy sequence has a limit. \( \square \)

**Lemma 9.3.1.** Let \( S = \{ R_i \}_{i \in \omega} \) be a fair reduction sequence such that \( R_0 \) is progressing. Then, every sequentialisation of \( S \) converges to a cut-free proof.

**Proof.** Let \( \{ \pi_i \}_{i \in \omega} \) be a sequentialisation of \( S \). By Proposition 9.3.4, it strongly converges to a pre-proof \( \pi \). Since every \( \Rightarrow_h \) rule is a (finite or infinite) sequence of cut-reduction rules, we have a transfinite reduction sequence \( S' = \{ \pi'_\alpha \}_{\alpha < \lambda} \) (for some \( \lambda \in \text{Ord} \)) such that:

1. \( \{ \pi_i \}_{i \in \omega} \) is its subsequence;
2. \( \pi'_\beta \rightarrow_{\kappa} \pi'_{\beta+1} \) for all \( \beta < \alpha \);
3. \( \pi'_\lambda = \sup \{ \pi'_{\beta} | \beta < \lambda \} \) for limit ordinals \( \lambda < \alpha \);

Clearly, for all \( i < \alpha \) there exists \( j < \omega \) such that \( \text{dsq}(\pi'_j) = R_j \) and \( S' \) also converges to \( \pi \). Therefore, by the compression lemma there is a subsequence \( S'' = \{ \pi''_\alpha \}_{\alpha \in \omega} \) of length at most \( \omega \) which converges to \( \pi \). We claim that \( S' \) is fair. Suppose not. Then, there exists \( i < \omega \) such that there is a cut \( C \) in \( \pi_i \) such that for all \( k < i \), no cut reduction rule is applied on \( C \) in \( \pi_k \). Let \( \text{dsq}(\pi_i) = R_j \). Then, no cut reduction rule is applied on \( C \) in \( R_k \) for all \( k > j \). Therefore, \( S' \) is fair. Since \( R_0 \) is progressing, \( \pi''_0 \) is a proof. Therefore, by Theorem 9.2.1, \( \pi \) is cut-free and satisfies the progress condition. \( \square \)

**Lemma 9.3.2.** Let \( S = \{ R_i \}_{i \in \omega} \) be a fair reduction sequence such that \( R_0 \) is progressing. Let \( S_1 \) and \( S_2 \) be two sequentialisations of \( S \) such that they converge to \( \pi_1 \) and \( \pi_2 \) respectively. Then, \( \text{dsq}(\pi_1) = \text{dsq}(\pi_2) \).

**Proof.** This is trivial. By Lemma 9.3.1, \( \pi_1 \) and \( \pi_2 \) are cut-free and by Corollary 9.2.1.1 they are equivalent up to permutations. By Theorem 8.4.1, \( \text{dsq}(\pi_1) = \text{dsq}(\pi_2) \). \( \square \)
It may not be obvious why fairness is necessary for Lemma 9.3.2. Suppose we consider a reduction sequence starting from $\mathcal{R}_0 = (\Gamma, \mathcal{K}, \Theta)$. In the absence of fairness, two sequentialisations can reduce two different strict subsets $\mathcal{K}'$ and $\mathcal{K}''$ of $\mathcal{K}$. So in the limit of one will contain the cuts from $\mathcal{K} \setminus \mathcal{K}'$ while the other limit will contain cuts from $\mathcal{K} \setminus \mathcal{K}''$. Therefore, the cannot desequentialise to the same infinet.

**Definition 9.3.4.** Let $\mathcal{S} = \{\mathcal{R}_i\}_{i \in \lambda}$ be a reduction sequence such that $\mathcal{R}_0$ is progressing. The **limit** of $\mathcal{S}$ is defined as the desequentialisation of the limit of a sequentialisation of $\mathcal{S}$.

By Lemma 9.3.2, Definition 9.3.4 is well-defined. The following theorem follows.

**Theorem 9.3.1.** Let $\mathcal{S} = \{\mathcal{R}_i\}_{i \in \lambda}$ be a reduction sequence such that $\mathcal{R}_0$ is progressing. Then, its limit is a cut-free infinet.

Consider the desequentialisation of the pre-proofs in Figures 4.1a and 4.1b and the steps of cut reduction on it in Figure 9.8 using the rules in Definition 9.3.1. Observe it closely resembles the reduction sequence in Figure 9.3. However, providing the same reasoning as above for bouncing threads is not possible bouncing thread validity is not stable under permutation of inference rules. Therefore, although we have a reduction sequence over infinets, proving that it has a limit is not clear.

**In conclusion.** In this part, we developed a theory of non-wellfounded proof-nets and in this chapter, the theory developed so far culminated to realise (at least a part of) its raison d’être. We proved cut-elimination for simple infinets with the help of the cut-elimination result in the sequent calculus and proved cut-elimination for axiom-free infinets completely independently. The main stumbling block in this chapter has been to find limits of infinite reduction sequence of proof-nets.
We pitched this thesis on the following premise.

Linear logic with fixed points ($\mu$MALL) has an intricate provability relation and the study of its computational content can be done much more systematically in the framework of proof-nets.

In Part I, we developed the provability semantics of several wellfounded calculi for $\mu$MALL and showed that decision problems for all established systems for $\mu$MALL are all undecidable but some are more undecidable than others. In particular we showed that the circular system is $\Sigma^0_1$-complete while the non-wellfounded system is $(\Sigma^0_1 \cup \Pi^0_1)$-hard which helped us to separate these systems based on the set of theorems they prove. In Part II, we developed proof-nets for $\mu$MALL systems and it turned out to be especially challenging for the non-wellfounded situation. However, the study revealed interesting objects on non-wellfounded proofs viz. trips that promise connections with GoI. Furthermore, we proved cut-elimination on non-wellfounded proof-nets that required interesting non-local cut-reduction rules involving classic gadgets from proof-net theory such as kingdoms. We believe that we have justified our pitch and we conclude with several directions that have opened up during our investigation.

**Perspectives on Part I**

**Provability relation of the non-wellfounded calculus.** We sketched a proof idea for obtaining truth semantics for the non-wellfounded calculus and conjectured that provability of a formula in this calculus is in the analytic hierarchy. For both ideas, it is crucial to consider intermediary systems that are non-wellfounded and infinitely branching. Thus, to understand the exact provability relation of the non-wellfounded calculus, it is imperative to understand its relation with infinitely branching systems.

Understand the relation of the non-wellfounded system with infinitely branching systems.

Since the calculus is highly undecidable and non-regularisable, it is also interesting to obtain fragments such that they are decidable or regularisable or both. We showed that the finite fragment is already undecidable and the $\&$-free finite fragment is equivalent to MELL. On the other hand, the additive fragment is easily decided. It is interesting to consider the decidability of the multiplicative fragment of the non-wellfounded calculus. We showed that the additive fragment is regularisable and also certain non-wellfounded proofs of multiplicative formulas (like that of $\nu x.x \otimes x$) are regularisable. Therefore, it is interesting to obtain a natural fragment that would contain both additive formulas and $\nu x.x \otimes x$ at the least.

Obtain natural non-trivial fragments of the non-wellfounded system that are decidable or regularisable or both.

**Provability of the circular calculus.** We showed that the non-wellfounded calculus and circular calculus prove different sets of theorems. Hence they cannot have the same provability semantics. In fact, we believe the technique of going through intermediary infinitely branching systems will not work since infinitely branching systems are inherently non-uniform.
However, the truth semantics of the circular system is really interesting. In particular, the completeness proof for the circular system will be technically interesting: circular proofs do not admit cuts whereas the completeness of phase semantics usually gives cut admissibility. Moreover, the result will have deep implications. Note that we have already obtained the truth semantics of the wellfounded system and proved that it has the same complexity as the circular system. Therefore, if these systems do not prove the same set of theorems, then that cannot be exhibited by a complexity argument. However, if we interpret formulas provable in the circular calculus in the same mathematical model as that for the wellfounded system, we can check if they prove the same set of theorems.

Obtain the truth semantics for the circular system in order to answer the Brotherston-Simpson conjecture for $\mu$MALL viz. if the wellfounded and circular system prove the same set of theorems.

**Refining the completeness of wellfounded systems.** Completeness of phase semantics usually gives cut admissibility and that was also the case in the proof systems we considered. It was especially interesting in the infinitely branching systems since cut admissibility for such systems is usually proved using cut-ranks. Techniques involving cut ranks used to obtain cut-admissibility also provide upper bounds on the size of the cut-free proof. It would be interesting to see if our completeness proof can be refined to obtain such bounds.

The wellfounded system with Park’s (co)induction rules has the focusing property but assigning polarities to fixed point operators is not apriori clear. In fact, it holds for both possible assignments (the proofs being quite different). In the circular and non-wellfounded case, one can syntactically argue that $\mu$ has to be positive (consequently $\nu$ should be negative). Categorical semantics of the polarised wellfounded system also informs us that $\mu$ should indeed be positive. Can phase semantics also shed light on the polarities of fixed points?

Refine the completeness of wellfounded systems to obtain upper bounds on sizes of cut-free proofs and polarities of fixed point formulas.

**Perspectives on Part II**

**Strengthen the results for infinets.** We discussed the correctness and sequentialisation of connected infinets. However, as we saw that infinets can be inherently disconnected and it is important to lift our results for disconnected infinets. Secondly, a lot of our results were obtained for simple infinets which lack crucial computational content and it is imperative to lift our results for infinets with visitable paths.

Develop the statics of infinets for more generalised structures that are potentially disconnected and might have visitable paths.

On the dynamics side, our most general result relies on the cut-elimination in the sequent calculus. To really reap the benefits of the canonicity of proof-nets, it is necessary to prove this independent of the sequent calculus result. Furthermore, the bouncing thread progress condition cannot be immediately lifted to proof-nets as it is inherently non-canonical i.e. it is not stable under permutation of inference rules. It is also related to the previous problem since bouncing threads on infinets would be special types of visitable paths. The ultimate goal would thus be to define a corresponding bouncing thread progress condition on infinets and show that it is a sufficient condition for ensuring the productivity of cut-elimination.

Lift bouncing thread progress condition to infinets and prove cut-elimination for bouncing thread progressing infinets.

**Non-wellfounded and circular natural deduction.** The translation between sequent calculus and natural deduction is usually immediate in wellfounded systems. However, the progress condition does not scale to natural deduction. In fact, preliminary investigations suggest that the natural
progress condition for natural deduction is the bouncing thread condition. Furthermore, natural deduction proofs are also canonical objects like proof-nets. Therefore, the study of non-wellfounded and circular natural deduction will possibly shed light on the bouncing thread progress condition for inlinets.

Develop infinitary proof theory in the natural deduction setting.
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