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#### Abstract

We consider the problem of on-line call admission and routing on trees and meshes. Previous work gave randomized on-line algorithms for these problems and proved that they have optimal (up to constant factors) competitive ratios. However, these algorithms can obtain very low profit with high probability. We investigate the question of devising for these problems on-line competitive algorithms that also guarantee a "good" solution with "good" probability.

We give a new family of randomized algorithms with asymptotically optimal competitive ratios and "good" probability to get a profit close to the expectation. We complement these results by providing bounds on the probability of any optimally competitive randomized on-line algorithm for the problems we consider to get a profit close to the expectation. To the best of our knowledge, this is the first study of the relationship between the tail distribution and the competitive ratio of randomized on-line benefit algorithms.
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1. Introduction. The area of communication networks gives rise to a large number of on-line problems. One of the most extensively studied problems in this area is the problem of on-line assignment of virtual circuits in networks: a sequence of requests for calls is given on-line to an algorithm which has to select a virtual circuit between the communicating parties (or reject the request), obeying the network constraints (such as link capacities). Two kinds of decisions are involved: admission control, i.e., the choice of whether to accept the call or not, and route selection, i.e., the decision on the route of an accepted call. Each call is processed before any future call is known, while the algorithm has to make both decisions. The basic form of this problem (when link capacities are 1, and each call requests bandwidth 1 ) is an on-line version of the well-known problem of maximizing the number of edge-disjoint paths.

The off-line version of the maximum edge-disjoint path problem is known to be NP-hard on general networks [13]. The problem is solvable in polynomial time on tree networks [11] while it is still NP-hard on mesh networks [17]. Kleinberg and Tardos [16] give an $O(1)$ approximation algorithm for meshes and densely embedded nearly Eulerian graphs. For general graphs an $O(\sqrt{m})$ approximation is given in [14], where $m$ is the number of edges in the graph. Recently, an $\Omega\left(n^{1 / 2-\epsilon}\right)$ inapproximability lower bound for the maximum edge-disjoint path problem on general graphs was proved in [12] (where $n$ is the number of nodes in the graph).

[^0]Algorithms for on-line maximization problems are usually analyzed in terms of their competitive ratio [20], i.e., the worst case, over all input sequences, of the ratio between the benefit obtainable by an off-line optimal algorithm (that knows the whole sequence in advance), and the benefit obtained by the on-line algorithm. It is easy to see that greedy strategies for the problems we consider here are noncompetitive; hence more sophisticated strategies are necessary. Awerbuch, Azar, and Plotkin [2] gave a deterministic on-line algorithm (denoted by AAP in this paper) for the case in which the bandwidth request of each call is small when compared with the link capacities of the network. Their algorithm works for any network topology and achieves a benefit that is at least a logarithmic fraction (in the size of the network) of the optimal solution. No deterministic algorithm can have an asymptotically better competitive ratio [2]. However, if calls may request the full bandwidth of links in the network, Awerbuch, Azar, and Plotkin [2] prove a lower bound of $\Omega(n)$ for deterministic online algorithms for a line network, where $n$ is the number of vertices. (Deterministic algorithms with good competitive ratios are still possible for the maximum edgedisjoint paths problem on some particular networks like expander graphs [15].)

Therefore randomized on-line algorithms have been considered for these problems. A randomized on-line algorithm, $\mathcal{A}$, is said to be $c$-competitive (against an oblivious adversary [7]) if for any sequence of requests $\sigma, E[\mathcal{A}(\sigma)] \geq \frac{1}{c} \cdot O P T(\sigma)$, where $\mathcal{A}(\sigma)$ and $\operatorname{OPT}(\sigma)$ denote the algorithm's and the optimal benefit over sequence $\sigma$, and the expectation is taken over the random choices of $\mathcal{A}$. Awerbuch et al. [3] proposed an algorithm with an $O(\log n)$-competitive ratio for trees of $n$ vertices. This result has been improved to $O(\log D)$, where $D$ is the diameter of the tree, by Awerbuch et al. [4]. Kleinberg and Tardos [16] presented an algorithm with an $O(\log n)$-competitive ratio for meshes and a class of planar graphs. For all these topologies, matching (up to constant factors) randomized lower bounds have also been proved. On the other hand, Bartal, Fiat, and Leonardi [5] proved an $\Omega\left(n^{\epsilon}\right)$ lower bound for randomized on-line algorithms on a specific network.

However, all the aforementioned algorithms have only the property that their competitive ratio is "good." They have not been analyzed with respect to their probability to get a "good" solution, and they only guarantee that for any sequence of requests the expected benefit is "close" (usually a logarithmic fraction) to the optimum. However, it may happen that, with high probability, a very poor benefit is achieved (and the main contribution to the average is given by a high benefit, obtained with low probability). ${ }^{1}$ Indeed, algorithms of this kind have been criticized on this basis as not giving an appropriate solution for the problems they attempt to solve. For instance, the $O(\log n)$-competitive algorithm of [3] for the maximum edge-disjoint path problem on trees obtains for some sequences $\sigma$, even with $\operatorname{OPT}(\sigma)=\Omega(n)$, a benefit of 0 with probability $1-\frac{1}{\log n}$. The $O(\log D)$-competitive algorithm for trees [4] behaves somewhat better; still unless $O P T(\sigma)=\Omega\left(D^{\epsilon}\right)$, the probability of getting any constant fraction of the expectation remains $o(1)$ (as a function of $D$ ). As to meshes, the algorithm of [16] decides with probability $1 / 2$ to accept only "short" calls and with probability $1 / 2$ to accept only "long" calls. On sequences of calls that are composed of only one kind of call, the algorithm would obtain benefit 0 with probability at least $1 / 2$.

[^1]In this paper we investigate the question of whether it is possible to obtain competitive randomized on-line algorithms (for the problems at hand) which also guarantee a "good" solution with "good" probability. Obviously, the probability of achieving a benefit close to the expectation is related to the quality of the expectation: the expectation of deterministic algorithms is obtained with probability 1 ; however, these algorithms have very poor competitive ratios for the problems we consider.

We formulate the following questions. Our results give answers to most of them in the context of the on-line maximum edge-disjoint paths problem.

1. Can a randomized on-line algorithm with optimal (up to a constant factor) competitive ratio guarantee a benefit of a constant fraction of the expectation with constant probability?
2. Can a randomized on-line algorithm with optimal competitive ratio (up to a constant factor) achieve a constant fraction of the expected benefit with probability that tends to 1 (say, as the size of the optimal solution grows)? What is the possible rate of convergence?
3. What is the interplay between the competitive ratio of a randomized algorithm, and the concentration of the benefit around its expectation?
1.1. Results of the paper. We address the above questions for the call admission problem in the basic case of infinite duration, requested bandwidth and link capacities 1, on the topologies of trees and meshes. Pairs of nodes are given online to an algorithm, which has to accept or reject every call immediately when it is received. An accepted call has to be assigned a route which is edge-disjoint with respect to all previously assigned routes. The aim is that of maximizing the number of accepted calls. This problem is equivalent to the on-line version of the maximum edge-disjoint paths problem for the above topologies. We present new randomized algorithms for trees and meshes with asymptotically optimal competitive ratios and good concentration of the benefit around its expectation.

Our work contains the following results for trees:

1. We present a family of randomized algorithms, parameterized by $k \geq 12$, with competitive ratios of $2 k\lceil\log 2 D\rceil$, and with the property that the probability to get any fixed constant fraction of the expected benefit tends to a constant, as $O P T / \log D$ tends to infinity. In addition, these algorithms have the property that their probability to obtain a $1-\delta$ fraction of the expectation, $\delta \in(0,1]$, is at least some constant value $1-\mathcal{P}(k, \delta)$ when $\frac{O P T}{\log D}$ is a large enough constant. The value of $1-\mathcal{P}(k, \delta)$ is such that it can be made as close to 1 as desired at the expense of a larger $k$, i.e., a larger constant in the competitive ratio.

We also present an $O(\log D)$-competitive algorithm that for any sequence of calls guarantees some constant fraction of the expected benefit with probability $\Omega(1)$ (equivalently, this algorithm guarantees an $O(\log D)$ fraction of the optimal solution with probability $\Omega(1))$.
2. We show that no optimally competitive algorithm can guarantee a constant fraction of the expected benefit with "very high" probability, unless the optimal solution is "very high." (For a formal statement see section 3.)
3. We also show that other algorithms from the family of algorithms with a slightly worse competitive ratio of $O\left(\log ^{1+\epsilon} D\right)$, for arbitrary $\epsilon>0$, have the property to achieve any fixed constant fraction of the expectation with probability that tends
to $1-1 / \Omega\left(\log ^{\epsilon} D\right)$, as $\frac{O P T}{\log ^{1+3 \epsilon} D}$ tends to infinity.
4. Our family of algorithms for trees is based on a new and simple scheme. We are also able to derive an algorithm with the best known competitive ratio for the problem, $6\lceil\log 4 D\rceil$, as opposed to the previously known ratio of $48 \log 2 D$ [4]. Finally we point out that our algorithms, and in fact any algorithm for link capacities 1 , can be made to apply to trees with arbitrary uniform capacities.
5. We also study the problem on meshes and we present an asymptotically optimal $O(\log n)$-competitive algorithm for meshes that obtains any constant fraction of the expected benefit with probability that tends to 1 , as $\frac{O P T}{\log ^{4} n}$ tends to infinity. This algorithm is based on some of the ideas of [16] and [6] and on new ideas presented here.
2. The algorithms for trees. The design of our family of algorithms is based on a new approach. They are composed of two conceptual steps. In the first step we apply an on-line deterministic filter to the input sequence. Those calls that are not filtered out are called candidate calls and may be accepted. The set of the candidate calls has two important properties: first, its cardinality is a constant fraction of the cardinality of the largest (optimal) set of calls that can be accepted (by an off-line adversary). Second, although this set cannot be fully accepted (as some of the calls intersect), the intersections between the calls of this set exhibit "nice" properties. When a call passes the deterministic filter and becomes a candidate it is presented to an on-line randomized selection procedure that determines if the call is actually accepted. The randomized selection procedures that we use are very simple, and the various algorithms are distinguished by the randomized selection procedure used.

Before we describe the algorithms, we give some notations: we denote by $\sigma=$ $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right), \ldots$ the sequence of requests. We denote by $O P T(\sigma)$ and $\mathcal{A}(\sigma)$ the set of calls accepted by an optimal (off-line) algorithm and by an on-line algorithm $\mathcal{A}$, respectively, out of the sequence $\sigma$. We denote by $\mathcal{C}(\sigma)$ the set of candidate calls passed on by the deterministic filtering procedure to the randomized selection procedure. By $D$ we indicate the diameter of the tree. We abuse notation and denote by $O P T(\sigma), \mathcal{A}(\sigma)$, and $\mathcal{C}(\sigma)$ also the cardinality of the corresponding sets. We start now by describing the properties of the deterministic filter that we use.

THEOREM 2.1. There exists a deterministic on-line filtering procedure for trees of diameter $D$ such that for any sequence $\sigma$ the following properties hold:

- $\mathcal{C}(\sigma) \geq O P T(\sigma) / 6$.
- The number of pairs of calls in $\mathcal{C}(\sigma)$ that intersect is at most $\mathcal{C}(\sigma) \cdot\lceil\log 2 D\rceil$.

We prove this theorem in section 2.2. We also show in section 2.3 an alternative filtering procedure which makes use of the AAP algorithm but achieves somewhat worse performances.

The different algorithms of the family of algorithms are distinguished by the randomized selection procedure used. We use a single procedure parameterized by a parameter $p\left(p \leq \frac{1}{2\lceil\log 2 D\rceil}\right)$. Algorithm $\mathcal{A}_{p}$ presents the candidate calls selected by the deterministic filter, one by one as they are selected to the on-line randomized selection procedure $\mathbf{R S}_{p}$ defined below.
$\mathbf{R S}_{p}$. Any candidate call $(s, t) \in \mathcal{C}$ becomes a considered call with probability $p$ and is rejected with probability $1-p$. A considered call is accepted if it does not
intersect any previous considered call. ${ }^{2}$

### 2.1. Analysis of the algorithms.

THEOREM 2.2. Algorithm $\mathcal{A}_{p}$ is a $\frac{6}{p(1-p\lceil\log 2 D\rceil)}$-competitive randomized on-line algorithm for call admission on trees of diameter $D$. For any $\delta \in(0,1]$, and any sequence $\sigma, \operatorname{Pr}\left[\mathcal{A}_{p}(\sigma)<(1-\delta) E\left[\mathcal{A}_{p}(\sigma)\right]\right] \leq \exp \left(-\frac{O P T(\sigma) p}{48}(\delta(1-p\lceil\log 2 D\rceil))^{2}\right)+$ $\frac{1}{1+\frac{1}{2} \delta\left(\frac{1}{p\lceil\log 2 D]}-1\right)}$.

Before proving the theorem we explain its consequences and give some corollaries. The proof of the first corollary follows from simple calculations.

Corollary 2.3. For any fixed constant $k \geq 12$, algorithm $\mathcal{A}_{p}$ with $p=\frac{6}{k\lceil\log 2 D\rceil}$ is a $2 k\lceil\log 2 D\rceil$-competitive randomized algorithm for on-line call admission on trees of diameter $D$. Let $P(k, \delta, \sigma)=1-\operatorname{Pr}\left[\mathcal{A}_{p}(\sigma)<(1-\delta) E\left[\mathcal{A}_{p}(\sigma)\right]\right]$. Then for fixed $k \geq 12$ and fixed $\delta>0, P(k, \delta, \sigma) \rightarrow(1-\mathcal{P}(k, \delta))$, for $=\mathcal{P}(k, \delta)=\frac{1}{1+\frac{1}{2} \delta\left(\frac{k}{6}-1\right)}$, as $\frac{O P T(\sigma)}{\log D} \rightarrow \infty$. Furthermore, when $O P T(\sigma) \geq \beta_{k} \log D$, for some constant $\beta_{k}$, then $P(k, \delta, \sigma) \geq 1-c$ for some fixed constant $c<1 .^{3}$ Note that $1-\mathcal{P}(k, \delta)$ is a constant bounded away from 0 , if $k \geq 12$, and that it can be made as close to 1 as desired, at the expense of a larger constant $k$, i.e., a larger constant in the competitive ratio.

Based on the above corollary we also define a slightly different algorithm, $\mathcal{B}_{p}$, that guarantees for any sequence a constant fraction of the expected benefit with probability $\Omega(1)$. This algorithm, with probability $1 / 2$ accepts the first call (and stops); with probability $1 / 2$ it runs algorithm $\mathcal{A}_{p}$ on $\sigma .{ }^{4}$ Although $\mathcal{B}_{p}$ may have benefit only 1 with probability $1 / 2$, it has the desirable property that it achieves an $O(\log D)$ fraction of the optimal solution with constant probability: if $O P T(\sigma)=O(\log D)$, then $\mathcal{B}_{p}$ will have an $O(\log D)$ fraction of the optimal benefit with probability $1 / 2$ (if it takes the first call). If $O P T=\Omega(\log D)$, then with probability $1 / 2, \mathcal{B}_{p}$ runs $\mathcal{A}_{p}$, which, for such sequences, achieves an $O(\log D)$ fraction of the optimum with constant probability by Corollary 2.3 .

Corollary 2.4. There exists an $O(\log D)$-competitive algorithm for call admission on trees of diameter $D$ such that for any sequence of calls the benefit obtained is within some constant fraction of the expectation with constant probability.

We now give another corollary, relative to a family of algorithms that obtain any fixed constant fraction of the expectation with probability that tends asymptotically to 1 (as $O P T(\sigma)$ and $D$ grow) at the expense of a competitive ratio slightly higher than the optimum.

Corollary 2.5. Algorithm $\mathcal{A}_{p}$, with $p=\Theta\left(\frac{1}{\log ^{1+\epsilon} D}\right), \epsilon>0$, is an $O\left(\log ^{1+\epsilon} D\right)-$ competitive randomized algorithm for on-line call admission on trees of diameter $D$.

[^2]For any constant $\delta \in(0,1], \operatorname{Pr}\left[\mathcal{A}_{p}(\sigma)<(1-\delta) E\left[\mathcal{A}_{p}(\sigma)\right]\right]<\exp \left(-\delta^{2} \frac{O P T(\sigma)}{\Theta\left(\log ^{1+3 \epsilon} D\right)}\right)+$ $\frac{1}{\Omega\left(\delta \log ^{\epsilon} D\right)}$.

Proof of Theorem 2.2. We prove that the expected number of calls accepted by $\mathcal{A}_{p}$ on a sequence $\sigma$ is at least $\mathcal{C}(\sigma) \cdot p(1-p\lceil\log 2 D\rceil)$, where $\mathcal{C}(\sigma)$ is the set of candidate calls picked from $\sigma$. By Theorem 2.1, $\mathcal{C}(\sigma) \geq O P T(\sigma) / 6$, and the competitive ratio follows.

We number the candidate calls by the order that they arrive from 1 to $\ell=C(\sigma)$. If calls $i$ and $j$ intersect we denote this by $i \cap j$. Let $c_{i}, i \geq 1$, be an indicator random variable which is 1 if and only if the $i$ th candidate is considered. Let $C=\sum_{i} c_{i}$. Let $y_{i, j}$, for $i<j$ and $i \cap j$, be an indicator random variable which is 1 if and only if both calls $i$ and $j$ are considered, and let $Y=\sum_{i<j, i \cap j} y_{i, j}$. Let $r_{j}$ be an indicator random variable which is 1 if and only if there is an index $i<j, i \cap j$, such that $y_{i, j}=1$. Let $R=\sum_{j} r_{j}$. Note that $R \leq Y$.

A candidate is accepted if it was considered, but none of its (previously presented) intersecting candidates was considered. Thus, if candidate $j$ is considered but not accepted into the on-line solution, then there is a candidate $i<j, i \cap j$, that was considered. That is, $c_{j}=1$, and $r_{j}=1$. Therefore $\mathcal{A}_{p}(\sigma)=C-R \geq C-Y$, and we get $E\left[\mathcal{A}_{p}(\sigma)\right] \geq E[C]-E[Y]$.

Clearly $E[C]=\mathcal{C}(\sigma) \cdot p$ since each candidate is considered with probability $p$. For any pair $i<j, i \cap j, \operatorname{Pr}\left[y_{i, j}=1\right]=p^{2}$ since the event occurs if and only if call $i$ and call $j$ are considered. By Theorem 2.1 there are at most $\mathcal{C}(\sigma) \cdot\lceil\log 2 D\rceil$ pairs $i<j$ such that $i \cap j$. Therefore $E[Y] \leq \mathcal{C}(\sigma)\lceil\log 2 D\rceil \cdot p^{2}$. We get that $E\left[\mathcal{A}_{p}(\sigma)\right] \geq E[C]-E[Y] \geq \mathcal{C}(\sigma)\left(p-\lceil\log 2 D\rceil \cdot p^{2}\right)=\mathcal{C}(\sigma) \cdot p(1-p\lceil\log 2 D\rceil)$.

We now turn to prove the second part of the claim. For $\delta \in(0,1]$, since $E[C] \geq$ $\frac{E[Y]}{p\lceil\log 2 D\rceil} \geq \frac{E[R]}{p\lceil\log 2 D\rceil}$, we have

$$
\begin{aligned}
\operatorname{Pr} & {\left[\mathcal{A}_{p}(\sigma)<(1-\delta) E\left[\mathcal{A}_{p}(\sigma)\right]\right] } \\
= & \operatorname{Pr}[(C-R)<(1-\delta) E[C-R]] \\
\leq & \operatorname{Pr}\left[C<E[C]-\frac{1}{2} \delta E[C-R]\right] \\
& +\operatorname{Pr}\left[R>E(R)+\frac{1}{2} \delta E[C-R]\right] \\
\leq & \operatorname{Pr}\left[C<E[C]-\frac{1}{2} \delta(1-p\lceil\log 2 D\rceil) E[C]\right] \\
& +\operatorname{Pr}\left[R>E[R]+\frac{1}{2} \delta\left(\frac{1}{p\lceil\log 2 D\rceil}-1\right) E[R]\right] \\
= & \operatorname{Pr}\left[C<\left(1-\frac{1}{2} \delta(1-p\lceil\log 2 D\rceil)\right) \cdot E[C]\right] \\
& +\operatorname{Pr}\left[R>\left(1+\frac{1}{2} \delta\left(\frac{1}{p\lceil\log 2 D\rceil}-1\right)\right) \cdot E[R]\right]
\end{aligned}
$$

The variable $C=\sum_{j=1}^{l} c_{j}$ is the sum of $\ell=\mathcal{C}(\sigma)$ random variables $c_{j} \in\{0,1\}$, set by independent Bernoulli trials to 1 with equal probability $p$ and to 0 with equal probability $1-p$. We use the following version of Chernoff's bound (cf. [19]) to bound the first summand: let $\mu=E[C]=p \mathcal{C}(\sigma)$ be the expected value of variable $C$; then
for every $\gamma \in(0,1]$,

$$
\operatorname{Pr}[C<(1-\gamma) \mu]<e^{\left(-\mu \gamma^{2} / 2\right)}
$$

The variable $R$ is the sum of dependent random variables, as for all pairs $i, j, i<j$, $y_{i, j}$ depends on the random choice for candidate $i$. We use the Markov inequality for the second summand.

Using $E[C] \geq \frac{O P T(\sigma) p}{6}$, we have

$$
\begin{aligned}
\operatorname{Pr} & {\left[\mathcal{A}_{p}(\sigma)<(1-\delta) E\left[\mathcal{A}_{p}(\sigma)\right]\right] } \\
< & \exp \left(-\frac{E[C]}{2}\left(\frac{1}{2} \delta(1-p\lceil\log 2 D\rceil)\right)^{2}\right) \\
& +\frac{1}{1+\frac{1}{2} \delta\left(\frac{1}{p\lceil\log 2 D\rceil}-1\right)} \\
= & \exp \left(-\frac{\mathcal{C}(\sigma) p}{2}\left(\frac{1}{2} \delta(1-p\lceil\log 2 D\rceil)\right)^{2}\right)+\frac{1}{1+\frac{1}{2} \delta\left(\frac{1}{p\lceil\log 2 D\rceil}-1\right)} \\
\leq & \exp \left(-\frac{O P T(\sigma) p}{12}\left(\frac{1}{2} \delta(1-p\lceil\log 2 D\rceil)\right)^{2}\right) \\
& +\frac{1}{1+\frac{1}{2} \delta\left(\frac{1}{p\lceil\log 2 D\rceil}-1\right)} .
\end{aligned}
$$

2.2. The deterministic filter. When call $(s, t)$ is presented to the algorithm, it is first passed through the deterministic filter, where it is discarded or becomes a candidate. We describe in the following a deterministic filter appropriately designed for trees.

First we designate an arbitrary internal vertex as the root of the tree and denote it by $r$. Without loss of generality we can restrict our attention to calls between two leaves of the tree. This is shown by constructing a new instance of the problem where all the calls are between leaf vertices of the tree, such that any solution to the new instance can be transformed back to a solution of the original instance, with the same size. The tree network of the new instance is obtained by adding to the original tree, for every internal vertex $v$ and every edge $e$ adjacent to $v$, a new leaf vertex $v_{e}$ connected to $v$. For a call $(s, t)$ of sequence $\sigma$, let $e_{s}, e_{t}$ be the first and the last edges of the path connecting $s$ to $t$. A new sequence $\sigma^{\prime}$ is obtained by transforming every call $(s, t)$ into a call $\left(s_{e_{s}}, t_{e_{t}}\right)$. It is easy to show that any subset of calls of $\sigma$ can be accepted as a solution in the original tree if and only if the corresponding subset of calls of $\sigma^{\prime}$ can be accepted as a solution in the new tree. We note that this construction does not change the diameter of the tree.

We denote by lca $(s, t)$ the least common ancestor of vertices $s$ and $t$ in the tree rooted at $r$ and by $p(u)$ the parent of vertex $u$ in that tree. Path path $(s, t)$ is the set of edges in the path connecting $s$ to $t$. Finally, $\mathcal{T}$ is the set of all edges of the tree.

Calls will be discarded on the basis of two tests. To perform the first test we block two edges when a call becomes a candidate: for any candidate $\left(s^{\prime}, t^{\prime}\right)$ the two edges on path $\left(s^{\prime}, t^{\prime}\right)$ adjacent to $l c a\left(s^{\prime}, t^{\prime}\right)$ are blocked. The edges are said to be blocked edges.

For the purpose of the second test we associate a weight function $w(e)$ to each edge of the tree. The value $w(e)$ is determined as follows:

1. Initially, assign $w(e)=1$ for all edges $e \in \mathcal{T}$.
2. Double $w(e)$ whenever edge $e$ is included in a $\operatorname{path}\left(s^{\prime}, t^{\prime}\right)$ for a call $\left(s^{\prime}, t^{\prime}\right)$ that becomes a candidate.
On the basis of the value of the weight function we give the following definition.
Definition. For two vertices $u$ and $v$, path $(u, v)$ is a segment at a certain time in the run of the algorithm if at this time, for some nonempty subset of the current candidates, denoted by $\mathcal{C}^{\prime}$, path $(u, v)$ is the maximal path contained in $\bigcap_{(s, t) \in \mathcal{C}^{\prime}}$ path $(s, t)$ such that no edge of the path is included in a candidate call not in $\mathcal{C}^{\prime}$. We denote a segment, and its set of edges, by $\operatorname{seg}(u, v)$.

Note that for two vertices $u$ and $v, \operatorname{path}(u, v)$ may at times be a segment but later cease to be a segment. Further note that the edges of a segment may increase their weight over time, but when they form a segment they have equal weight. We thus sometimes refer to the weight of the segment being the weight of each of its edges. In what follows we will count the number of segments (of weight $w>2$ ) ever created during the run of the algorithm. We identify a segment by its two endpoints. Thus, the first time that path $(u, v)$ becomes a segment, it is counted as one. If the weights of its edges increase, and it continues to be a segment, we do not count it again.

As an example, the set of segments defined by a set of candidate calls is shown in Figure 2.1.


FIG. 2.1. The segments created by the three candidate calls $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right)$ are marked with dashed lines. The weight of each segment is indicated next to the dashed line.

As mentioned above the filter is based on two tests:
Test 1. Discard call $(s, t)$ if path $(s, t)$ contains a blocked edge.
If call $(s, t)$ is not discarded by the first test, then it is submitted to the second test.

Test 2. Discard a call $(s, t)$ if at the time the call is presented, there exists a segment $\operatorname{seg}(u, v)$ of weight $w$ such that $|\operatorname{path}(l \operatorname{lca}(s, t), s) \cap \operatorname{seg}(u, v)| \geq \frac{2 D}{w}$ or $|\operatorname{path}(l c a(s, t), t) \cap \operatorname{seg}(u, v)| \geq \frac{2 D}{w}$.

A call that is not discarded by any of these test becomes a candidate.

Definition. For a sequence of calls $\sigma$, denote by $\mathcal{C}(\sigma)$ the set of candidates produced by the deterministic filter out of sequence $\sigma$. Denote by $\mathcal{C}_{1}(\sigma)$ those calls that are discarded by Test 1 and by $\mathcal{C}_{2}(\sigma)$ those calls that are discarded by Test 2 . When the sequence $\sigma$ is clear from the context, we sometimes use the notations $\mathcal{C}, \mathcal{C}_{1}, \mathcal{C}_{2}$. We also sometimes abuse notation and use $\mathcal{C}, \mathcal{C}_{1}, \mathcal{C}_{2}$ for the cardinality of the corresponding sets.

We prove below that the number of candidates $\mathcal{C}(\sigma)$, i.e., those calls that are not discarded by any of the two tests, is at least $\operatorname{OPT}(\sigma) / 6$. In the following we will often say that edge $e$ is included in a call $(s, t)$ if $e \in \operatorname{path}(s, t)$. We give some claims and lemmas as intermediate steps.

Claim 2.6. A call $(s, t)$ in $\mathcal{C} \cup \mathcal{C}_{2}$ intersects a previous candidate $\left(s^{\prime}, t^{\prime}\right)$ only if $\left(s^{\prime}, t^{\prime}\right)$ includes edge $(l c a(s, t), p(l c a(s, t)))$.

Proof. If there is a previous candidate $\left(s^{\prime}, t^{\prime}\right)$ that does not include edge (lca $(s, t)$, $p(l c a(s, t)))$ but intersects call $(s, t)$, then $l c a\left(s^{\prime}, t^{\prime}\right)$ is in the subtree rooted at $(l c a(s, t))$. Then $(s, t)$ intersects $\left(s^{\prime}, t^{\prime}\right)$ in one of the two blocked edges of $\left(s^{\prime}, t^{\prime}\right)$, a contradiction to Test 1.

Claim 2.7. If the edges of a segment $\operatorname{seg}(u, v)$ have weight $w>2$, then either $u$ is an ancestor of $v$ or $v$ is an ancestor of $u$.

Proof. If $w>2$, then the edges of the segment are included in more than one candidate call. Let $(s, t)$ be the first such candidate call. If neither $u$ is an ancestor of $v$ nor $v$ is an ancestor of $u$, then $l c a(s, t)$ is internal to $\operatorname{seg}(u, v)$. Two edges of $\operatorname{seg}(u, v)$ would have been blocked when $(s, t)$ became a candidate. The two blocked edges would also be part of any later call $\left(s^{\prime}, t^{\prime}\right)$ that contains $\operatorname{seg}(u, v)$, and $\left(s^{\prime}, t^{\prime}\right)$ would not become a candidate, a contradiction.

Lemma 2.8. Let $(s, t)$ be a call in $\mathcal{C} \cup \mathcal{C}_{2}$ (i.e., a call that passes Test 1 ). Consider the intersection of path $(\operatorname{lca}(s, t), s)$ (resp., path $(l c a(s, t), t))$ with the set of calls that are candidate calls prior to the presentation of $(s, t)$ and assume that this intersection is not empty. Then, there exists a sequence of nodes $v_{0}, \ldots, v_{\ell}, \ell \geq 1$, such that the following hold:

1. $v_{0}=l c a(s, t)$; $v_{\ell}$ is either equal to $s$ (resp., $t$ ) or on path $(l c a(s, t), s)$ (resp., path $(l c a(s, t), t))$; and the intersection of path $(l c a(s, t), s)$ (resp., path $(l c a(s, t), t))$ with the set of previous candidate calls is path $\left(v_{0}, v_{\ell}\right)$.
2. For $0 \leq i \leq \ell-1$, all edges between $v_{i}$ and $v_{i+1}$ have the same weight, which we denote $W_{i}$.
3. For $0<i \leq \ell-1, W_{i}<W_{i-1}$.
4. For $0 \leq i \leq \ell-1$, there is a set of candidates $\mathcal{C}_{i}$ such that for any edge $e$ in path $\left(v_{i}, v_{i+1}\right)$, the set of calls that use $e$ is exactly $\mathcal{C}_{i}$.
5. For $0<i<\ell-1$, path $\left(v_{i}, v_{i+1}\right)$ is a segment.

Proof. We prove the claim for the path from $l c a(s, t)$ to $s$. An analogous proof holds for the path from $l c a(s, t)$ to $t$.

Consider the time when call $(s, t)$ is presented before it becomes a candidate. First consider an edge $e$ on $\operatorname{path}(l c a(s, t), s)$. If there is a previous candidate call that uses this edge, then this candidate call also uses edge (lca $(s, t), p(l c a(s, t))$ by Claim 2.6. It follows that for any edge $e$ on $\operatorname{path}(l c a(s, t), s)$, if edge $e$ is used by a previous candidate, then all edges between $e$ and $l c a(s, t)$ are used by this candidate. Let $e$ be the edge on $\operatorname{path}(l c a(s, t), s)$ which is furthest away from $l c a(s, t)$ and is included in a previous candidate call. Let the node adjacent to $e$ and further away from $l c a(s, t)$ be node $v_{\ell}$, and let $v_{0}$ be $l c a(s, t)$. This proves point 1 .

Since for any edge $e$, any previous candidate that uses edge $e$ also uses all edges
between edge $e$ and $l c a(s, t)$ (by Claim 2.6), it follows that going from $l c a(s, t)$ to $s$, the weight of the edges is nonincreasing. If there is a decrease in the weight of the edges, we assign the point of decrease as one of the nodes $v_{i}$. We thus get a sequence of nodes $v_{i}$ that satisfy points 2 and 3 .

For $0 \leq i \leq \ell-1$, now consider $\operatorname{path}\left(v_{i}, v_{i+1}\right)$. We claim that there is a set of candidates $\mathcal{C}_{i}$ such that all edges on path $\left(v_{i}, v_{i+1}\right)$ are used by exactly the calls in $\mathcal{C}_{i}$. Consider two edges $e$ and $e^{\prime}$ on this path, where $e^{\prime}$ is further away from lca $(s, t)$ than $e$. Any candidate that uses $e^{\prime}$ also uses $e$, following Claim 2.6. On the other hand, if there were a candidate that uses $e$, but not $e^{\prime}$, then the weights of $e$ and $e^{\prime}$ would have been different. We thus establish point 4.

We further claim that for $0<i<\ell-1, \operatorname{path}\left(v_{i}, v_{i+1}\right)$ is the maximal path of edges that are used by exactly the calls in $\mathcal{C}_{i}$. For edges on $\operatorname{path}(l c a(s, t), s)$, any edge which is not on $\operatorname{path}\left(v_{i}, v_{i+1}\right)$ has weight not equal to $W_{i}$ and thus cannot be used by exactly the calls in $\mathcal{C}_{i}$. Furthermore, observe that there is at least one call in $\mathcal{C}_{i}$ that uses also the edge leading from $v_{i+1}$ towards $s$ and must also reach $l c a(s, t)$ (by Claim 2.6). Thus no edge outside of $\operatorname{path}(l c a(s, t), s)$ can possibly be used by the calls in $\mathcal{C}_{i}$. It follows from the definition of a segment that path $\left(v_{i}, v_{i+1}\right)$ is a segment satisfying point 5 .

The number of calls that are discarded by Test 2, while accepted in the optimal solution, will be proved to be related to the number of segments of weight bigger than 2 ever created. We prove the following upper bound on the number of such segments.

Lemma 2.9. Consider a run of the algorithm on a sequence of calls $\sigma$. The number of segments ever created, and which at some point in time have weight bigger than 2 , is at most $4 \mathcal{C}(\sigma)$.

Proof. Note that when a call is presented but does not become a candidate, there is no change in the segments in the tree. Therefore, we consider events when a new call becomes a candidate. To prove the lemma we give an upper bound on the number of segments that at such event either are created with weight bigger than 2 or reach a weight bigger than 2 (without changing their endpoints). We show that the number of such segments is at most 4 per such event.

Let $(s, t)$ be a call that becomes a candidate. If it does not intersect any previous candidate, then no new segments of weight bigger than 2 are created. We therefore assume that call $(s, t)$ intersects at least one previous candidate. We distinguish between two cases. The first one is when all the intersections of $(s, t)$ with previous candidates are either on $\operatorname{path}(l c a(s, t), s)$ or on $\operatorname{path}(l c a(s, t), t)$. The second case is when there are such intersections on both path $(l c a(s, t), s)$ and $\operatorname{path}(l c a(s, t), t)$.

We now consider the first case (without loss of generality assume that all intersections are on $\operatorname{path}(l c a(s, t), s))$. We use the sequence of nodes $v_{i}, 0 \leq i \leq \ell$, guaranteed by Lemma 2.8. A new segment of weight bigger than 2 can be created either by the augmentation of the weight of edges of weight 2 , or by the augmentation of the weight of edges of weight already bigger than 2, but while creating new endpoints for the segments (this may create more than one new segment).

If prior to $(s, t)$ becoming a candidate there is a segment of weight bigger than 2 that includes $(l c a(s, t), p(l c a(s, t))$ and the edge $e$ that leads from $l c a(s, t)$ towards $s$, then two new segments of weight bigger than 2 are created with a new endpoint at $l c a(s, t)$. One of these two segments is $\operatorname{path}\left(v_{0}, v_{1}\right)$. See Figure 2.2.

Further distinguish the case where $v_{\ell}$ is inside a segment from the case where $v_{\ell}$ is not inside a segment.

If $v_{\ell}$ is inside a segment (see Figure 2.3), two new segments are created, both


Fig. 2.2. Two new segments are created with endpoint lca $(s, t)$.


Fig. 2.3. Vertex $v_{\ell}$ is inside a segment.
with an endpoint at $v_{\ell}$. If the weight of the segment was already bigger than 2 , then two new segments of weight bigger than 2 are created. In this case all the segments $\operatorname{seg}\left(v_{j-1}, v_{j}\right), 1<j<\ell$, are already of weight bigger than 2 ; their weight will increase, but since their endpoints do not change there are no new segments here. If the weight of the segment was 2 , then only one segment of weight bigger than 2 is created (while the other one is a segment of weight 2 with new endpoints). Whatever the weight of this segment was, all the segments $\operatorname{seg}\left(v_{j-1}, v_{j}\right), 1<j<\ell$, have weight bigger than 2 (by Lemma 2.8); their weight will increase, but since their endpoints do not change no new segments of weight bigger than 2 are created here. Altogether we get at most four new segments of weight bigger than 2 .

For the case where $v_{\ell}$ is not inside a segment (see Figure 2.4), observe that the weights of the edges on $\operatorname{path}\left(v_{\ell-1}, v_{\ell}\right)$ are doubled, thus possibly creating one new


Fig. 2.4. Vertex $v_{\ell}$ is not inside a segment.
segment of weight bigger than 2 (which is $\operatorname{seg}\left(v_{\ell-1}, v_{\ell}\right)$ ), if the weight of this segment was not bigger than 2 beforehand. Altogether we get for this case at most three new segments of weight bigger than 2 .

We note that a new segment of weight 2 may be created as $\operatorname{seg}\left(v_{\ell}, s\right)$ if $v_{\ell} \neq s$.
Now consider the second case where $(s, t)$ intersects previous candidates on both path $(l c a(s, t), s)$ and $p a t h(l c a(s, t), t)$. Consider the two edges $e_{1}$, and $e_{2}$, adjacent to $l c a(s, t)$ and leading to $s$ and $t$, respectively. Since by Claim 2.6 any previous candidate call that intersects $(s, t)$ also uses the edge between $l c a(s, t)$ and $p(l c a(s, t))$, it follows that there are two candidate calls $p_{1}$ and $p_{2}$ such that $p_{1}$ uses $e_{1}$ and $\left(l c a(s, t), p(l c a(s, t))\right.$, and $p_{2}$ uses $e_{2}$ and $(l c a(s, t), p(l c a(s, t))$. It follows that prior to $(s, t)$ becoming a candidate, $\left(l c a(s, t), p(l c a(s, t))\right.$ and $e_{1}$ (resp., $\left.e_{2}\right)$ cannot be in the same segment. We now use the sequence of nodes $v_{i}$ guaranteed by Lemma 2.8 for each of $\operatorname{path}(l c a(s, t), s)$ and $\operatorname{path}(l c a(s, t), t)$. From the above argument it follows that the two paths path $\left(v_{0}, v_{1}\right)$ (on the two paths path $(l c a(s, t), s)$ and $\operatorname{path}(l c a(s, t), t)$ ) are segments. No new segment will be created with a low endpoint at $l c a(s, t)$ when $(s, t)$ becomes a candidate. We therefore now consider separately path $(l c a(s, t), s)$ and path $(l c a(s, t), t)$. We consider in what follows path $(l c a(s, t), s)$. Analogous arguments hold for path $(l c a(s, t), t)$.

As argued above, prior to $(s, t)$ becoming a candidate, $\operatorname{path}\left(v_{0}, v_{1}\right)$ is a segment, $\operatorname{seg}\left(v_{0}, v_{1}\right)$. When $(s, t)$ becomes a candidate, the weight of this segment doubles.

If prior to $(s, t)$ becoming a candidate the weight of $\operatorname{seg}\left(v_{0}, v_{1}\right)$ was already bigger than 2 , then there is no new segment at the top of $\operatorname{path}(l c a(s, t), s)$. Using the same arguments as in the case where all intersections are on path (lca $(s, t), s)$ (and not also on $\operatorname{path}(l c a(s, t), t))$ it follows that there are at most 1 or at most 2 new segments of weight bigger than 2 on $\operatorname{path}(l c a(s, t), s)$, depending on whether or not $v_{\ell}$ equals $s$.

If prior to $(s, t)$ becoming a candidate the weight of $\operatorname{seg}\left(v_{0}, v_{1}\right)$ was 2 , then when the $(s, t)$ becomes a candidate this segment becomes a new segment with weight bigger
than 2. However, it also follows that $v_{1}$ must equal $v_{\ell}$, as there is only one previous candidate on $\operatorname{path}(l c a(s, t), s)$. No additional new segment of weight bigger than 2 will be created on $\operatorname{path}(l c a(s, t), s)$. (Note that a new segment of weight 2 may be created if $v_{\ell} \neq s$.)

We can conclude that on any of path $(l c a(s, t), s)$ and path $(l c a(s, t), t)$ at most two new segments of weight bigger than 2 can be created. Altogether at most four new segments of weight bigger than 2 are created when $(s, t)$ becomes a candidate.

We now prove that the number of calls not discarded (i.e., the number of calls that become candidates) is a good fraction of size of the optimal solution.

LEmmA 2.10. For any sequence of calls $\sigma$, the number of candidate calls $\mathcal{C}(\sigma)$ has the property that $\mathcal{C}(\sigma) \geq \frac{O P T(\sigma)}{6}$.

Proof. Since $\sigma=\mathcal{C} \cup \mathcal{C}_{1} \cup \mathcal{C}_{2}$, we prove that the optimal solution accepts at most $2 \mathcal{C}$ calls from $\mathcal{C} \cup \mathcal{C}_{1}$ and at most $4 \mathcal{C}$ calls from $\mathcal{C}_{2}$.

First consider the calls from $\mathcal{C} \cup \mathcal{C}_{1}$ accepted in the optimal solution. Any call of $\mathcal{C} \cup \mathcal{C}_{1}$ includes at least one blocked edge. Since there are at most $2 \mathcal{C}$ blocked edges in the tree, any solution can accept at most $2 \mathcal{C}$ calls from $\mathcal{C} \cup \mathcal{C}_{1}$.

We now consider the calls from $\mathcal{C}_{2}$ accepted in the optimal solution. Consider a call $(s, t) \in \mathcal{C}_{2}$. It includes, when presented, at least $\frac{2 D}{w}$ edges of some segment $\operatorname{seg}\left(u^{\prime}, v^{\prime}\right)$ of weight $w>2$ either on path $(l c a(s, t), s)$ or on path $(l c a(s, t), t)$. (Observe that no call is discarded because of a segment of weight 2 since path (lca $(s, t), s)$ and path $(l c a(s, t), t))$ are of size at most $D-1$.) For the sake of analysis, we assign call $(s, t)$ to a single such segment, $\operatorname{seg}\left(u^{\prime}, v^{\prime}\right)$.

We now show that the length of $\operatorname{seg}\left(u^{\prime}, v^{\prime}\right)$ is less than $\frac{4 D}{w}$. By definition, the edges of segment $\operatorname{seg}\left(u^{\prime}, v^{\prime}\right)$ are included in the intersection of a set $\mathcal{C}^{\prime}$ of candidate calls. Let $\left(s^{\prime}, t^{\prime}\right)$ be the call of $\mathcal{C}^{\prime}$ presented last, and let $\mathcal{C}^{\prime \prime}=\mathcal{C}^{\prime} \backslash\left\{\left(s^{\prime}, t^{\prime}\right)\right\}$. Set $\mathcal{C}^{\prime \prime}$ defines a segment $\operatorname{seg}\left(u^{\prime \prime}, v^{\prime \prime}\right)$ at the time call $\left(s^{\prime}, t^{\prime}\right)$ is presented, and this segment includes segment $\operatorname{seg}\left(u^{\prime}, v^{\prime}\right)$. To see that, observe that path $\left(u^{\prime}, v^{\prime}\right)$ is included in the intersection of the calls in $\mathcal{C}^{\prime \prime}$ and that at the above time no other candidate includes any edge of path $\left(u^{\prime}, v^{\prime}\right)$. We know that the weight of this segment at the time call $\left(s^{\prime}, t^{\prime}\right)$ is presented is $\frac{w}{2}$ (since when $\left(s^{\prime}, t^{\prime}\right)$ becomes a candidate it doubles the weights to $w$ ). Since call $\left(s^{\prime}, t^{\prime}\right)$ becomes a candidate it passes Test 2 , and we can conclude that its intersection with $\operatorname{seg}\left(u^{\prime \prime}, v^{\prime \prime}\right)$, on either path $\left(l c a\left(s^{\prime}, t^{\prime}\right), s^{\prime}\right)$ or path $\left(l c a\left(s^{\prime}, t^{\prime}\right), t^{\prime}\right)$, is of length less than $\frac{4 D}{w}$. However, by Claim 2.7, either $u^{\prime}$ is an ancestor of $v^{\prime}$ or vice versa, as $w>2$, and $\operatorname{path}\left(u^{\prime}, v^{\prime}\right)$ is included in call $\left(s^{\prime}, t^{\prime}\right)$, as $\operatorname{seg}\left(u^{\prime}, v^{\prime}\right)$ is defined by $\mathcal{C}^{\prime}$. Therefore all of $\operatorname{path}\left(u^{\prime}, v^{\prime}\right)$ is included in this intersection. If follows that the length of segment $\operatorname{seg}\left(u^{\prime}, v^{\prime}\right)$ is less than $\frac{4 D}{w}$.

It now follows that if we consider the calls of the optimal solution, at most one call can be assigned to each segment of weight bigger than 2 in the way we described. This is because any assigned call uses more than half the edges of the segment it is assigned to, and thus any two would intersect. By Lemma 2.9, at most $4 \mathcal{C}$ segments of weight bigger than 2 are ever created while the algorithm processes the sequence. We conclude that at most $4 \mathcal{C}$ calls of $\mathcal{C}_{2}$ can be in the optimal solution.

Lemma 2.11. Every candidate call intersects at most $\lceil\log 2 D\rceil$ previous candidates.

Proof. By Claim 2.6, for any candidate $(s, t)$, all the previous intersecting candidates include edge $(l c a(s, t), p(l c a(s, t)))$. Their number is at most $\lceil\log 2 D\rceil$, since once an edge is included in $\lceil\log 2 D\rceil$ candidates, it has weight of at least $2 D$. No call can become a candidate if it includes an edge of weight $2 D$, as it will fail Test 2.

Proof of Theorem 2.1. The first part of the theorem is proved in Lemma 2.10. For the second part, by Lemma 2.11 every candidate call of $\mathcal{C}(\sigma)$ intersects at most $\lceil\log 2 D\rceil$ previous candidates. The number of intersecting pairs is thus at most $\mathcal{C}(\sigma)$. $\lceil\log 2 D\rceil$.
2.3. An alternative deterministic filter. In this section we describe an alternative design of the deterministic filter at the cost of having a somewhat worse performance. This filter uses the AAP (deterministic) call control algorithm [2], originally designed for general networks of high capacity. The test runs the AAP algorithm on the tree, assuming link capacities of $\log 4 D$. A call that is accepted by the AAP algorithm becomes a candidate, while a call that is rejected by AAP is also rejected by the filter. This filter relies on the following property: if the capacity is increased in that way, then the set of calls accepted by AAP is a constant fraction of the optimal set accepted by an adversary that has only capacity 1 . (A similar result is also derived in [18] if the capacity is increased by a factor of $\Omega(\log n)$.) On the other hand, since the capacity of each link is bounded, the number of intersections between the candidate calls is small.

In Appendix A we give for completeness the AAP algorithm for this specific setting and prove the following claim.

THEOREM 2.12. If for every $e \in E$ the AAP algorithm has capacity $u(e)=\log 4 D$ while the adversary has capacity $u(e)=1$, then the $A A P$ algorithm has competitive ratio 5 .

Based on the above theorem we can now give the properties of the filter.
LEMMA 2.13. The above filter based on the AAP algorithm, applied to trees of diameter $D$, achieves the following for any sequence $\sigma$ : (1) $\mathcal{C}(\sigma) \geq O P T(\sigma) / 5$; (2) The number of pairs of calls in $\mathcal{C}(\sigma)$ that intersect is at most $\mathcal{C}(\sigma) \cdot 2\lceil\log 2 D\rceil$.

Proof. The first part of the claim follows from Theorem 2.12. For the second part of the claim we consider an intersection graph of paths on a tree. ${ }^{5}$ Our claim follows from the fact that if each edge in the tree is included in at most $g$ of these paths, then the intersection graph is a $(2(g-1))$-inductive graph (see [6]). ${ }^{6}$ Since the capacity used by the AAP algorithm is $\log 4 D$, any edge is used by at most $\log 4 D$ calls. Therefore the intersection graph of the candidate calls is a $2(\log 4 D-1)$ inductive graph, which implies that the total number of edges in this graph is at most $\mathcal{C}(\sigma) \cdot 2(\log 4 D-1)=\mathcal{C}(\sigma) \cdot 2 \log 2 D$. This is a bound on the number of pairs of candidates that intersect.

The randomized selection procedure used in conjunction with this filter is the same as for our first filter. The results stated in Theorem 2.2 are proved in a similar way with necessary modifications in the constants.
3. A bound on the probability to achieve a "good" solution. We have presented $O(\log D)$-competitive algorithms for call admission on trees that for any sequence $\sigma$, with $\operatorname{OPT}(\sigma)=\Omega(\log D)$, achieve any constant fraction of the expected benefit with at least constant probability. The probability tends to some constant as $\operatorname{OPT}(\sigma)$ tends to infinity. The obvious question is then if the rate of convergence and the limit probability can be improved for $O(\log D)$-competitive algorithms and in particular if the limit can be 1.

[^3]In this section we give a partial answer to this question. We show that for any algorithm with an $O(\log D)$-competitive ratio, there is a sequence $\sigma$ with $O P T(\sigma)=$ $\Theta\left(D^{1-c}\right)$, for any $0<c<1 / 2$, for which with probability $\Omega(c)$, the on-line benefit is $o(O P T(\sigma) / \log D)$ (in fact the on-line benefit is only a $n^{-\epsilon}$ fraction of the expectation for some constant $\epsilon>0)$.

We give our lower bound on a line network of $n+1$ vertices, with $n=2^{s}$, for some $s$. Observe that on such a line network we have $D=n$. Given a randomized $k \log n$-competitive algorithm for the line, we present a sequence of requests formed by $l=\lfloor\alpha \cdot \log n\rfloor+1(\alpha<1 / 2)$ phases, plus a final extra phase. At phase $i, 0 \leq i \leq l, 2^{i}$ pairwise disjoint calls of size $\frac{n}{2^{i}}$ are presented. These are calls $\left((j-1) \frac{n}{2^{i}}+1, j \frac{n}{2^{i}}+1\right)$, $1 \leq j \leq 2^{i}$. Thus, during phase $l, 2^{l}$ calls of size $n / 2^{l}$ are presented. We will prove that for any $k \log n$-competitive algorithm, at least one of these calls has the property that with probability at least $\frac{\alpha}{4 k}$ all its edges are occupied by the time phase $l$ ends. Then, we present $n / 2^{l}$ disjoint calls of length 1 on these edges. The optimal solution is of size $n / 2^{l} \geq n / 2^{\alpha \log n}=n^{1-\alpha}$, while with probability at least $\frac{\alpha}{4 k}$ the on-line algorithm can achieve a benefit of at most $2^{l} \leq 2^{\alpha \log n}=n^{\alpha}$. We get that the algorithm cannot be close (by any constant fraction) to its expectation with probability $1-o(1)$ (as a function of $D$ ), even when the size of the optimal solution is $\Omega\left(n^{1-c}\right)$.

We now turn to prove our claim. Let $p_{m}^{i}$ be the absolute probability that the $m$ th call of phase $i$ is accepted. We denote by $P_{m}^{l}$ the sum of the absolute probabilities of acceptance of all the calls that include call $m$ of level $l$, plus the probability that this call itself is accepted. We will show that for any $k \log n$-competitive randomized algorithm, $\sum_{m=1}^{2^{l}} P_{m}^{l} \geq 2^{l} \cdot \frac{\alpha}{4 k}$. Therefore, there is at least one call $m^{\prime}$ such that $P_{m^{\prime}}^{l} \geq \frac{\alpha}{4 k}$, from which our claim follows.

We have

$$
\begin{aligned}
\sum_{m=1}^{2^{l}} P_{m}^{l} & =\sum_{i=0}^{l} 2^{l-i}\left(\sum_{m=1}^{2^{i}} p_{m}^{i}\right) \\
& \geq \sum_{i=0}^{l} 2^{l} \frac{1}{2} \sum_{j=i}^{l} 2^{-j}\left(\sum_{m=1}^{2^{i}} p_{m}^{i}\right) \\
& =2^{l-1} \sum_{j=0}^{l} 2^{-j} \sum_{i=0}^{j}\left(\sum_{m=1}^{2^{i}} p_{m}^{i}\right)
\end{aligned}
$$

The first equation follows since the absolute probability $p_{m}^{i}$ of accepting call $m$ of phase $i$ is summed up for the $2^{l-i}$ included calls of level $l$. Now, observe that $\sum_{i=0}^{j}\left(\sum_{m=1}^{2^{i}} p_{m}^{i}\right)$ is the algorithm's expected benefit after the calls of phase $j$ have been presented.

We continue with $2^{-j} \sum_{i=0}^{j}\left(\sum_{m=1}^{2^{i}} p_{m}^{i}\right) \geq \frac{1}{k \log n}$, since the algorithm is $k \log n$ competitive, and the optimal solution can accept $2^{j}$ calls after phase $j$. We get

$$
\sum_{m=1}^{2^{l}} P_{m}^{l} \geq 2^{l-1} \frac{l+1}{k \log n}>2^{l} \cdot \frac{\alpha}{4 k}
$$

(for large enough $n$ ), which proves our claim. We can conclude the following theorem.
THEOREM 3.1. For any $k \log n$-competitive algorithm for call admission on the line of $n$ nodes, and any constant probability $p\left(p<\frac{1}{8 k}\right)$, there is a sequence $\sigma$ with
$\operatorname{OPT}(\sigma)=n^{1-O(p)}$ such that with probability at least $p$, the algorithm does not achieve any constant fraction of the expected benefit.
4. Further extensions for trees. In this section we show that a better competitive ratio can be obtained at the expense of a larger deviation. We obtain a competitive ratio of $6\lceil\log 4 D\rceil$ which improves upon the previously known bound of $48 \log 2 D[4]$. We also consider extensions of our algorithms to trees with edges of any uniform capacity and point out that any algorithm for call admission on trees can be converted to apply to uniform-capacity trees with almost the same competitive ratio.

First, we give an algorithm with a competitive ratio of $6\lceil\log 4 D\rceil$. This is done at the expense of a larger deviation from the expectation. To obtain the improved competitive ratio we use our general framework, with the first version of the deterministic filter (section 2.2), but a different randomized selection procedure. We now use a variation of the "classify and randomly select" technique [3]: we use a set of $\lceil\log 4 D\rceil$ colors and define an arbitrary order on them. We first choose uniformly at random one color among these colors, and we denote it $A$. When a new candidate call is presented to the randomized selection procedure, we assign to it the first color (according to the defined order) that was not assigned to any of the previous candidates that intersect the present one (i.e., we color the candidate calls with a proper coloring in their intersection graph). By Lemma 2.11, $\lceil\log 4 D\rceil$ colors are sufficient, since each candidate intersects at most $\lceil\log 2 D\rceil$ previous candidates. The algorithm will now accept those candidates that are assigned the color $A$. Since the above coloring procedure classifies the candidate calls into $\lceil\log 4 D\rceil$ disjoint classes, each class fully acceptable, we obtain the following theorem.

ThEOREM 4.1. There exists a $6\lceil\log 4 D\rceil$-competitive randomized algorithm for call admission on trees of diameter $D$.

Proof. We partition $\mathcal{C}$ into a set of $\lceil\log 4 D\rceil$ disjoint classes. Class $\mathcal{C}_{i}, i=$ $1, \ldots,\lceil\log 4 D\rceil$, contains all the candidates which are assigned color $i$. All the candidates of a class can be accepted together in a solution since they are nonintersecting. The algorithm accepts a set of calls $\mathcal{A}$ that corresponds to the randomly selected class. The expected size of the on-line solution is $E(\mathcal{A}) \geq \frac{1}{\lceil\log 4 D\rceil} \sum_{i=1} \mathcal{C}_{i}=\frac{1}{\lceil\log 4 D\rceil} \mathcal{C} \geq$ $\frac{O P T}{6\lceil\log 4 D\rceil}$, since, by Lemma $2.10, \mathcal{C} \geq \frac{O P T}{6}$.

We also point out that our algorithms also apply to trees with any uniform capacity. In fact, any c-competitive algorithm for call admission on trees of capacity 1 can be converted into a $2 \frac{e^{1 / c}}{e^{1 / c-1}} \leq(2(c+1))$-competitive algorithm for call admission on trees with arbitrary uniform capacity. Given any $c$-competitive algorithm for the capacity-1 case, we run a "first fit"-based technique [1] that uses $k$ copies of the original algorithm on $k$ copies of the tree but each with capacity 1 . If the call is accepted by any of the algorithms we accept it into the actual $k$-capacity tree. Using [1, 9] we get for this case that we have a $\frac{e^{1 / c}}{e^{1 / c}-1}$-competitive algorithm with respect to an adversary that uses $k$ distinct, capacity- 1 trees. Since this adversary is only a $1 / 2$ fraction away from the original adversary that has a single tree of uniform capacity $k$ (cf. [4]), we obtain a $2 \frac{e^{1 / c}}{e^{1 / c}-1} \leq(2(c+1)$-competitive algorithm for the problem.
5. Routing on meshes with high probability. In this section we propose a randomized algorithm for the on-line maximum edge-disjoint paths problem on meshes that has a logarithmic competitive ratio. The algorithm achieves the best possible competitive ratio up to a constant multiplicative factor and a benefit close to the expectation with high probability on any sequence of a large class of input instances.

Kleinberg and Tardos [16] presented the first $O(\log n)$-competitive algorithm (denoted KT in the following) for the on-line maximum edge-disjoint paths problem on meshes. They partition the input sequence into two classes: short calls and long calls. Define the distance between two vertices of the mesh as the number of edges on a shortest path connecting the two vertices. According to the partitioning of KT, every call with endpoints at distance bigger than a given value $d=\Theta(\log n)$ is a long call. KT decides with equal probability to accept only long calls or only short calls. KT has thus the drawback of obtaining benefit 0 with probability at least $1 / 2$ on any input sequence containing only calls with endpoints at distance bigger than $d$ (or only calls with endpoints at distance at most $d$ ).

We propose an algorithm with a logarithmic competitive ratio that achieves a constant fraction of its expected benefit with probability tending to 1 as the size of the optimal solution grows. Our algorithm for meshes is composed of a randomized stage followed by a deterministic stage. The first stage of the algorithm is a randomized filter that selects a subset $\mathcal{C}$ of candidate calls out of the input sequence $\sigma$. Calls of $\sigma \backslash \mathcal{C}$ are discarded to make space for the routing of candidate calls. The calls in $\mathcal{C}$ form a new input sequence for the second stage of the algorithm, which is a completely deterministic procedure. The subset of $\mathcal{C}$ accepted by the second stage is the set of calls finally accepted by the algorithm. Our algorithm uses a routing strategy different from that of KT. Some of its ideas are borrowed from the algorithm of Bartal and Leonardi [6] for on-line path coloring on meshes [6] .

Let us denote by $O N(\mathcal{T})$ and $O P T(\mathcal{T})$ the subsets, of some sequence $\mathcal{T}$, that are accepted (out of $\mathcal{T}$ ) by our on-line algorithm and by the optimal solution, respectively, and their cardinalities.

We prove (see Lemma 5.2) that $E(O P T(\mathcal{C})$ ) is at least a constant fraction of $\operatorname{OPT}(\sigma)$ and that $O P T(\mathcal{C})$ is within a constant fraction of $E(O P T(\mathcal{C}))$ with probability tending to 1 as the optimal solution grows. We present the deterministic procedure in section 5.2. We denote by $O N_{D}(\mathcal{T})$ the set of calls accepted by the deterministic procedure, out of some sequence $\mathcal{T}$, and its cardinality. We prove (see Lemma 5.8) that for any sequence of candidates $\mathcal{C}, \operatorname{OPT}(\mathcal{C})=O(\log n) O N_{D}(\mathcal{C})$. Combining the two statements (for the randomized filter and for the deterministic procedure), we conclude with the following theorem.

Theorem 5.1. There exists an $O(\log n)$-competitive algorithm for call control on the $n \times n$ mesh such that for any $\delta \in(0,1]$ and any sequence $\sigma, \operatorname{Pr}[O N(\sigma) \geq$ $(1-\delta) E(O N(\sigma))] \geq 1-2 \exp \left(-\frac{\delta^{2} O P T(\sigma)}{O\left(\log ^{4} n\right)}\right)$.

Our algorithm thus has asymptotically optimal $O(\log n)$-competitive ratio and it is close to the expectation with probability tending to 1 as $\frac{O P T(\sigma)}{\log ^{4} n}$ tends to infinity.
5.1. The randomized filter. The $n \times n$ two dimensional mesh $G$ is partitioned into a set of disjoint squares. Let $B=\lfloor\log n\rfloor$. We assume $n$ large enough such that $B \geq 16$. Let $L=\lfloor\gamma \log n\rfloor$ for $\gamma=13$. Let $s=\left\lfloor\frac{n}{L}\right\rfloor$, and let $s_{1}=n \bmod L=n-s \cdot L$. We partition the mesh into $s \times s$ submeshes of logarithmic size. The partition of the mesh is obtained by segmenting each of its sides into $s-s_{1}$ contiguous segments of size $L$ and then $s_{1}$ segments of size $L+1$. Note that with the above assumption on $B$ this segmentation is always attainable, and that $s_{1}$ can be 0 , in which case each side is segmented into $s$ segments of size $L$. Every submesh is called a square, even if the size of its two sides differs by 1 .

The first ring in a square $S$ consists of all nodes of $S$ that either are incident to a node outside of $S$ or are on the border of the mesh. Recursively, the $i t h$ ring of $S$
for $i>1$ consists of all nodes of $S$ that are incident to a node of ring $i-1$ of $S$. Each ring, except the innermost, forms a rectangle of nodes. The first ring of a square is also called the border of the square. Denote by $S_{v}$ the square containing vertex $v$.

In any square $S$ we define three regions $S^{1}, S^{2}$, and $S^{3}$. Region $S^{1}$ consists of rings 1 to $2 B$, region $S^{2}$ consists of rings $2 B+1$ to $4 B$, and region $S^{3}$ is formed by rings $4 B+1$ to $6 B$. The remaining part of $S$ is called the central region of $S$ (see Figure 5.1). The central region is a rectangle with sides of size at least $B$.


Fig. 5.1. The routing of a long call.
The randomized filter makes the following random choice before starting the processing of the sequence.

For every square $S$ choose one of the regions $S^{1}, S^{2}, S^{3}$ with equal probability.
The region that has been chosen for square $S$ is called the selected region of $S$.
Every call $(s, t) \in \sigma$, when presented, is submitted to the following test:
Add call $(s, t)$ to $\mathcal{C}$ if $s$ is not in the selected region of $S_{s}$ and $t$ is not in the selected region of $S_{t}$, otherwise discard $(s, t)$.

As a result of this filtering procedure, no call $(s, t)$ of $\mathcal{C}$ has an endpoint in the selected region of a square. The selected region will be used later to route calls through the square without blocking calls with endpoints inside the square.

Lemma 5.2. For any input sequence $\sigma, E(O P T(\mathcal{C})) \geq \frac{1}{3} O P T(\sigma)$. For any constant $\delta \in(0,1]$, for any sequence $\sigma, \operatorname{Pr}[\operatorname{OPT}(\mathcal{C}) \geq(1-\delta) E(O P T(\mathcal{C}))] \geq 1-$ $2 \exp \left(-\frac{O P T(\sigma) \delta^{2}}{82([\gamma \log n\rfloor)^{4}}\right)$.

Proof. For the first part of the lemma we prove that every call $(s, t)$ of $\operatorname{OPT}(\sigma)$ is part of set $\mathcal{C}$ with probability at least $1 / 3$. A call $(s, t)$ becomes a candidate if both $s$ and $t$ are not in the selected region of $S_{s}$ and $S_{t}$. We distinguish between (i) calls with both endpoints in the same square and (ii) calls with endpoints in different squares.
(i) $S_{s}=S_{t}$. If $s$ and $t$ are in the same region of $S_{s}$, then this region is not selected with probability $2 / 3$. If $s$ and $t$ are in different regions, the probability that the region not containing $s$ and $t$ is selected is $1 / 3$. The claim then follows.
(ii) $S_{s} \neq S_{t}$. Vertex $s$ (resp., $t$ ) is outside the selected region of $S_{s}$ (resp., $S_{t}$ ) with probability $2 / 3$. The probability that both $s$ and $t$ are outside a selected region is then at least $4 / 9$. The first part of the claim is thus proved.

For the second part of the claim we use the "independent bounded differences inequality" in the formulation proposed by Maurey.

Lemma 5.3 (see [10]). Let $X_{1}, \ldots, X_{m}$ be independent random variables with $X_{k}$ taking values in a set $A_{k}$ for each $k$. Suppose that the (measurable) function $f: \prod_{k=1}^{m} A_{k} \rightarrow \Re$ satisfies $\left|f(\underline{x})-f\left(\underline{x}^{\prime}\right)\right| \leq c_{k}$, whenever the vectors $\underline{x}$ and $\underline{x}^{\prime}$ differ only in the $k$ th coordinate, for some constant $c_{k}$. Let $Y$ be the random variable $f\left(X_{1}, \ldots, X_{m}\right)$. Then, for any $t>0$,

$$
\operatorname{Pr}[|Y-E(Y)| \geq t] \leq 2 \exp \left(\frac{-2 t^{2}}{\sum_{k} c_{k}^{2}}\right)
$$

In our problem we consider $m=s^{2}=\left(\left\lfloor\frac{n}{L}\right\rfloor\right)^{2}$ independent random variables $X_{1}, \ldots, X_{m}$ to indicate the selected region for every square. Every random variable assumes one of three values with equal probability. For the function $f(\underline{x})$, we will use the function $|O P T(\sigma) \cap \mathcal{C}(\underline{x})|$, where $\underline{x}$ ranges over all the possible assignments of $\underline{x}=\left(X_{1}, \ldots, X_{m}\right)$. Note that $|O P T(\mathcal{C}(\underline{x}))| \geq|O P T(\sigma) \cap \mathcal{C}(\underline{x})|$. A different assignment of variable $X_{k}$ results in a maximum absolute variation $c_{k}$ for $f(\underline{x})$, where $c_{k}$ is equal to the number of calls of $\operatorname{OPT}(\sigma)$ with an endpoint in the $k$ th square. For a square that does not contain any endpoint of a call of the optimal solution, we have $c_{k}=0$.

Let $K$ be the set of squares that contain the endpoint of at least one call of the optimal solution. We also denote by $K$ the cardinality of the set $K$. Every square contains at most $2(L+1)^{2}$ edges. This is clearly a bound on the number of calls with both endpoints in the same square that can be accepted in a solution. The number of calls with only one endpoint in a square that can be accepted in a solution is bounded by the the number of edges that have one endpoint in the square and one endpoint outside of it, i.e., $4(L+1)$. Altogether, $c_{k} \leq 3(L+1)^{2}$ (using that $L$ is large enough) for any square $k \in K$.

We have $\mu=E_{\underline{x}}(O P T(\sigma) \cap \mathcal{C}(\underline{x})) \geq \frac{1}{3} O P T(\sigma)$, and clearly $O P T(\sigma) \geq K / 2$. From the bounded differences inequality of Lemma 5.3 it follows that

$$
\begin{aligned}
& \operatorname{Pr}[|O P T(\sigma) \cap \mathcal{C}(\underline{x})|<\delta \mu]<2 \exp \left(\frac{-2(\delta \mu)^{2}}{\sum_{k} c_{k}^{2}}\right) \\
& \leq 2 \exp \left(\frac{-2\left(\delta \frac{O P T(\sigma)}{3}\right)^{2}}{K \cdot 9(L+1)^{4}}\right) \leq 2 \exp \left(\frac{-\delta^{2} O P T(\sigma)}{81(L+1)^{4}}\right) \\
& \leq 2 \exp \left(\frac{-\delta^{2} O P T(\sigma)}{82 L^{4}}\right) \leq 2 \exp \left(\frac{-\delta^{2} O P T(\sigma)}{82(\lfloor\gamma \log n\rfloor)^{4}}\right)
\end{aligned}
$$

from which the claim follows.
5.2. The deterministic procedure for meshes. The deterministic procedure receives as input the set of candidate calls $\mathcal{C}$ accepted by the randomized filter in the order they appear in the input sequence $\sigma$.

We follow KT and partition the set of calls into the set of long and the set of short calls. A call $(s, t)$ is a short call if both $s$ and $t$ are in the same square and a long call if $s$ and $t$ are in different squares. Set $\mathcal{C}$ is partitioned into the set of long calls $\mathcal{L}=\left\{(s, t) \in \mathcal{C}: S_{s} \neq S_{t}\right\}$ and the set of short calls $\mathcal{S}=\left\{(s, t) \in \mathcal{C}: S_{s}=S_{t}\right\}$. Long and short calls are dealt with differently by the algorithm. However, as opposed to KT, we will accept both long calls and short calls at the same time.

The selected region of every square is dedicated to the routing of long calls through the square. For every square $S$, we number the columns from left to right and the rows from top to bottom. The routes assigned to long calls will traverse the border between two adjacent squares only on columns or rows in the interval $6 B+1, \ldots, 7 B$. A crossbar row (column) of square $S$ is defined as a path on a row (column) in the interval $6 B+1, \ldots, 7 B$ connecting the central region of $S$ to the closest vertex of the border of $S$. For every square $S$ and two rings $a$ and $b$, with ring $a$ of index higher than ring $b$, define a straight-line extension of ring $a$ as a path from a corner of ring $a$ to ring $b$ that does not include edges of $a$. Observe that the straight-line extensions starting from two distinct rings of a square are edge-disjoint.

We say that a ring, a crossbar row or column, or a straight-line extension is assigned to an accepted call if they contain at least one edge of the path assigned to
the accepted call.
We first describe the algorithm for long calls and then the algorithm for short calls.

Long calls.
Every call ( $s, t$ ) of $\mathcal{L}$ is first submitted to the following test:

1. If a short or a long call with endpoint in $S_{s}$ or $S_{t}$ has been previously accepted, then discard $(s, t)$. Otherwise add $(s, t)$ to set $\mathcal{L}^{\prime}$.

Calls of $\mathcal{L}^{\prime}$ are dealt with using the idea of KT to build a simulated network $G^{\prime}$, with links of higher capacity, and run AAP on this network. A vertex of $G^{\prime}$ is associated with every square of the original mesh. Two vertices of $G^{\prime}$ are connected by an edge if and only if there is at least one edge in the original mesh that connects two nodes, each on the border of one of the corresponding squares (i.e., the two squares are adjacent in the mesh).

Every call $(s, t)$ of $\mathcal{L}^{\prime}$ is transformed into a call between the two vertices of $G^{\prime}$ associated with $S_{s}$ and $S_{t}$ and then submitted to the AAP algorithm. If AAP accepts $(s, t)$, then $(s, t)$ is added to $O N_{D}(\mathcal{C})$, the set of calls accepted by the algorithm. Calls not accepted by AAP are discarded.

We use the AAP algorithm with the parameter $\epsilon=6 / 7$. Observe that one can use AAP with this value of $\epsilon$, since the capacity $B$ of the edges in the simulated network is high enough. To see that, recall that we assumed $B=\lfloor\log n\rfloor \geq 16$. Thus (see also Appendix A)

$$
\epsilon \log D+1+\epsilon \leq \frac{6}{7} \log n+1+\frac{6}{7} \leq \frac{6}{7} \log n+2 \leq \frac{6}{7}(B+1)+\frac{1}{8} B \leq B .
$$

If AAP accepts call $(s, t)$ it also returns a route in $G^{\prime}$ that has a straightforward interpretation as a sequence of squares $S_{1}, \ldots, S_{p}$ in the original mesh with $S_{1}=S_{s}$ and $S_{p}=S_{t}$. Our algorithm will assign call ( $s, t$ ) to a path (i) from $s$ to the border between $S_{1}$ and $S_{2}$, (ii) from the border between $S_{i-1}$ and $S_{i}$ to the border between $S_{i}$ and $S_{i+1}, i=2, \ldots, p-1$, and (iii) from the border between $S_{p-1}$ and $S_{p}$ to $t$. In the following description we give the details of this route assignment.
(i) From $s$ to the border between $S_{1}$ and $S_{2}$.

Without loss of generality assume that the border between $S_{1}$ and $S_{2}$ is on a column. We consider two cases: (a) $s$ is outside the central area; (b) $s$ is inside the central area.
(a) The call is routed from $s$ through the ring containing $s$ until it meets an unassigned crossbar row leading to the border between $S_{1}$ and $S_{2}$; this crossbar row is followed until the border between $S_{1}$ and $S_{2}$.
(b) The call is routed from $s$ through the ring containing $s$ until a corner of the ring is reached, where a straight-line extension is followed until ring $6 B$. From there the path continues as in point (a).
(ii) From the border between $S_{i-1}$ and $S_{i}$ to the border between $S_{i}$ and $S_{i+1}$. Without loss of generality, assume that the border between $S_{i-1}$ and $S_{i}$ and the border between $S_{i}$ and $S_{i+1}$ are on columns of $G$. The path enters the border between $S_{i-1}$ and $S_{i}$ on a crossbar row that is followed until an unassigned ring of the selected region. The path is routed through the ring of the selected region until an unassigned crossbar row leading to the border between $S_{i}$ and $S_{i+1}$ is met. This crossbar row is followed until the border between $S_{i}$ and $S_{i+1}$.
(iii) From the border between $S_{p-1}$ and $S_{p}$ to $t$. This case is equal to case (i).


Fig. 5.2. The routing of short calls.

Figure 5.1 shows the routing of a long call with an endpoint in the first region and an endpoint in the third region.

Short calls.
A short call $(s, t)$ is accepted on the basis of the following test:

1. If the ring containing $s$ or the ring containing $t$ has been previously assigned, then discard $(s, t)$.
2. If either $s$ or $t$, but not both, is in the central area, the other vertex is in region $S^{1}$ or $S^{2}$, but all rings in the range from $4 B+1$ to $6 B$ are already assigned, then discard $(s, t)$.
3. Otherwise, add $(s, t)$ to $O N_{D}(\mathcal{C})$.

In the following we describe the route assigned to an accepted call $(s, t)$.
If $s$ and $t$ are on the same ring, we route $(s, t)$ on a path contained in the ring of $s$ and $t$. Otherwise, we assume without loss of generality that the ring of $s$ is internal to the ring of $t$ and distinguish between two cases:

1. Both $s$ and $t$ are inside or are both outside the central area. We route $(s, t)$ through the ring of $s$ until a corner of the ring. There, we continue on a straight-line extension until the ring of $t$, which is then followed until $t$ itself.
2. Either $s$ or $t$, but not both, is in the central area. One of the rings from $4 B+1$ to $6 B$ must be unassigned and will be assigned to $(s, t)$ (possibly the ring containing $t$ ). A straight-line extension from a corner of the ring of $s$ to an unassigned ring of $S^{3}$ not intersecting the crossbar row or column assigned to the single long call with endpoint in $S_{s}$ is assigned to $(s, t)$. The path follows the ring of $s$ until the corner of the selected straight-line extension that is followed until the assigned ring of $S^{3}$. There, if $t$ is in $S^{3}$, we follow the ring until $t$, otherwise we continue as at point 1.
Figure 5.2 shows the routing of short calls.
Proof of correctness. We prove that the algorithm described above routes accepted calls on edge-disjoint paths. To that end, we prove the following lemmas.

Lemma 5.4. The maximum number of calls routed between two adjacent squares is $B$.

Proof. Each edge in the simulated network has capacity $B$ and $A A P$ does not violate the capacity constraints.

Lemma 5.5. Let $S$ be a square. There are at most $2 B$ calls routed through square $S$.

Proof. Every call routed through a square consumes two units of bandwidth on the edges incident to the vertex of $G^{\prime}$ associated with the square. The overall
bandwidth on the edges incident to a vertex of $G^{\prime}$ is $4 B$; thus at most $2 B$ calls are routed through a square.

Lemma 5.6. The following claims hold at any time during the execution of the algorithm:

1. Every crossbar row or column is assigned to at most a single call.
2. Every ring is assigned to at most a single call.
3. Every straight-line extension is assigned to at most a single call.

Proof. Clearly the claims hold before any call is accepted. We now assume that the claims hold before call $(s, t)$ is accepted and prove that they still hold after call $(s, t)$ is accepted.

1. Assume $(s, t)$ is accepted on a path crossing the border between $S$ and $S^{\prime}$. Without loss of generality assume that the border is on a column. By Lemma 5.4 at most $B-1$ (long) calls have been previously routed between $S$ and $S^{\prime}$. We conclude that there is an unassigned crossbar row of $S$ and an unassigned crossbar row of $S^{\prime}$ leading to the border between $S$ and $S^{\prime}$, both contained in the same row, that can be assigned to $(s, t)$.
2. Two cases: (i) $(s, t)$ is a long call; (ii) $(s, t)$ is a short call. (i) We prove that the rings assigned to call $(s, t)$ are not assigned to any other call. Call $(s, t)$ is accepted by AAP on a path crossing a sequence of squares $S_{1}, \ldots, S_{p}$, with $S_{1}=S_{s}$ and $S_{p}=S_{t}$. A ring for every square $S_{i}$ is assigned to $(s, t)$. We first consider squares $S_{s}$ and $S_{t}$. By step 1 of the algorithm for long calls, no long or short call is previously accepted in $S_{s}$ and in $S_{t}$. Since vertices $s$ and $t$ are outside the selected regions of $S_{s}$ and of $S_{t}$, the rings containing $s$ and $t$ are unassigned when $(s, t)$ is accepted. Call $(s, t)$ is also assigned to a ring of the selected region in every square $S_{i}, i=2, \ldots, p-1$. By Lemma 5.5, at most $2 B-1$ rings of the selected region of a square $S_{i}$ are previously assigned when $(s, t)$ is accepted. A ring of the selected region of $S_{i}$ is then still available to be assigned to $(s, t)$. (ii) By steps 1 and 2 of the routing algorithm for short calls, if $(s, t)$ is accepted, it is assigned to at most three rings which were not previously assigned to any other call.
3. All the straight-line extensions in a square are edge-disjoint. A straight-line extension is assigned to a call if it starts from a ring that is also assigned to that call. By point 2 of the claim, every ring is assigned to at most a single call. Therefore, every straight-line extension is assigned to at most a single call.
We can now prove the main lemma.
Lemma 5.7. Every pair of accepted calls is routed on two edge-disjoint paths.
Proof. By Lemma 5.6, every crossbar row or column, ring, and straight-line extension is assigned to at most a single call. Rings and straight-line extensions are edge-disjoint, as are rings and crossbar rows and columns. Only straight-line extensions from the central region of a square may intersect crossbar rows or columns. We prove that the edges common to a straight-line extension from a ring of the central region and to a crossbar row or column are not assigned to more than one call.

Consider square $S$. We first exclude intersections between calls with an endpoint in $S$ and calls that are routed through $S$. By point (i)b of the routing algorithm for long calls and by step 2 of the routing algorithm for short calls, a straight-line extension from a ring of the central region is followed by the route of a call at most until a ring of $S^{3}$. In this case the selected region in $S$ is either $S^{1}$ or $S^{2}$. Therefore, by point (ii) of the routing algorithm for long calls, a call routed through $S$ includes
only edges of $S^{1}$ and $S^{2}$ that belong to a crossbar row or column. Therefore, there is no intersection with calls routed through $S$.

We now consider a long call $(s, t)$ with an endpoint, say, $s$, in $S$ and a call $\left(s^{\prime}, t^{\prime}\right)$ assigned to a straight-line extension from a ring of the central region. By step 1 of the algorithm for long calls, $\left(s^{\prime}, t^{\prime}\right)$ must be a short call accepted after $(s, t),(s, t)$ being the single long call with endpoint in $S$ that is accepted. There could be a potential intersection only if $\left(s^{\prime}, t^{\prime}\right)$ is in the central region, and $(s, t)$ has an endpoint in $S^{3}$. There are four possible straight-line extensions that connect the ring of $s^{\prime}$ with a ring of $S^{3}$. By step 2 of the algorithm for short calls, $\left(s^{\prime}, t^{\prime}\right)$ is assigned to a straight-line extension that does not overlap with the crossbar row or column assigned to $(s, t)$. No edge of $S^{3}$ on the chosen straight-line extension is thus assigned to more than one call.

The analysis. We conclude the proof that the algorithm is $O(\log n)$-competitive by showing the following lemma.

Lemma 5.8. For any set of candidate calls $\mathcal{C}, O P T(\mathcal{C})=O(\log n) O N_{D}(\mathcal{C})$.
Proof. We will prove the following lemmas:

1. $O P T\left(\mathcal{L} \backslash \mathcal{L}^{\prime}\right)=O(\log n) O N_{D}(\mathcal{C})($ Lemma 5.9 $)$.
2. $O P T\left(\mathcal{L}^{\prime}\right)=O(\log n) O N_{D}\left(\mathcal{L}^{\prime}\right)($ Lemma 5.10 $)$.
3. $O P T(\mathcal{S})=O(\log n) O N_{D}(\mathcal{C})($ Lemma 5.11).

The proof then easily follows:

$$
\begin{aligned}
O P T(\mathcal{C}) & =O P T(\mathcal{L} \cup \mathcal{S}) \leq O P T\left(\mathcal{L} \backslash \mathcal{L}^{\prime}\right)+O P T\left(\mathcal{L}^{\prime}\right)+O P T(\mathcal{S}) \\
& =O(\log n) O N_{D}(\mathcal{C}) . \quad \square
\end{aligned}
$$

Lemma 5.9. $O P T\left(\mathcal{L} \backslash \mathcal{L}^{\prime}\right)=O(\log n) O N_{D}(\mathcal{C})$.
Proof. A call $(s, t)$ of $\mathcal{L}$ is discarded if a long or a short call with an endpoint in $S_{s}$ or in $S_{t}$ has been previously added to $O N_{D}(\mathcal{C})$. At most $4(L+1)$ long calls with an endpoint in a given square can be accepted by the optimal solution, since the border of $S$ is formed by at most $4(L+1)$ vertices (and edges). Then, for every call accepted in $O N_{D}(\mathcal{C})$, at most $8(L+1)$ calls of $\mathcal{L} \backslash \mathcal{L}^{\prime}$ are accepted by the optimal solution. As $L=\lfloor\gamma \log n\rfloor$ the claim follows.

Lemma 5.10. $O P T\left(\mathcal{L}^{\prime}\right)=O(\log n) O N_{D}\left(\mathcal{L}^{\prime}\right)$.
Proof. Every call of $\mathcal{L}^{\prime}$ is submitted to the AAP algorithm on $G^{\prime}$ with edges of bandwidth $B=\lfloor\log n\rfloor$. Note that this capacity is large enough to allow AAP to work correctly if we use the AAP algorithm with $\epsilon=6 / 7$ (and using the assumption that $B \geq 16$ ). The benefit $\operatorname{OPT}\left(\mathcal{L}^{\prime}\right)$, obtained by an optimal solution on the set $\mathcal{L}^{\prime}$, is bounded by the benefit obtained by an optimal algorithm on $G^{\prime}$ with edges of bandwidth $L+1$, which is the maximum number of calls that can be routed between two adjacent squares. The AAP algorithm is still $O(\log n)$-competitive even if the bandwidth used by the on-line algorithm (AAP) on the edges is smaller by a constant multiplicative factor than the bandwidth used by the off-line algorithm (see [2, 16]; for completeness this is also proved in the appendix). In our case this constant factor is at most 14. The claim then follows.

Lemma 5.11. $O P T(\mathcal{S})=O(\log n) O N_{D}(\mathcal{C})$.
Proof. Let us restrict our attention to a single square. Let $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ be the set of calls discarded at steps 1 and 2 of the algorithm for short calls. We have $\operatorname{OPT}(\mathcal{S}) \leq$ $O P T\left(\mathcal{S}_{1}\right)+O P T\left(\mathcal{S}_{2}\right)+O N_{D}(S)$. The proof of the lemma derives from the two following statements: (i) $O P T\left(\mathcal{S}_{1}\right)=O(\log n) O N_{D}(\mathcal{C})$; (ii) $O P T\left(\mathcal{S}_{2}\right) \leq 8 O N_{D}(\mathcal{C})$.
(i) For every accepted call, at most three rings of a square are assigned by the algorithm to that call. The number of edges incident to a ring is at most $4(L+1)$. This
is a bound on the number of calls with an endpoint on a ring that can be accepted in an optimal solution. Therefore, the number of calls of $O P T(\mathcal{S})$ that are discarded at step 1 of the algorithm for short calls, per each call in $O N_{D}(\mathcal{C})$, is at most $12(L+1)$. As $L=\lfloor\gamma \log n\rfloor$, this proves the first statement.
(ii) Short calls with an endpoint in the central region and an endpoint outside the central region are discarded at step 2 of the algorithm if all the rings of $S^{3}$ outside the central region are assigned. At most two rings of $S^{3}$ are assigned to an accepted call. If a short call is discarded at step 2 , we thus have the evidence that $B$ calls with an endpoint in $S$ have already been accepted. For the sake of the proof we charge, for every accepted long call, the value of $1 / 2$ to $S$ and the value of $1 / 2$ to the square containing its other endpoint. A square is therefore already charged with at least the value of $B / 2$ if a short call of the square is discarded at step 2 . The number of short calls of $O P T\left(\mathcal{S}_{2}\right)$ with endpoints in $S$ is bounded by $4 B$, as this is the number of vertices on the border of the central region. The ratio between the number of calls of $\mathcal{S}_{2}$ with endpoints in $S$ that belong to $\operatorname{OPT}\left(\mathcal{S}_{2}\right)$, and the number of calls of $O N_{D}(\mathcal{C})$ charged to $S$, is thus at most 8 . This proves the second statement.

Appendix A. The AAP algorithm. For completeness we describe a restricted version of the AAP algorithm. We consider the case where all calls are of infinite duration, request bandwidth of 1 , and are of uniform benefit that without loss of generality we assume equals to $D$, the length of the longest simple path in the network. Let $u(e)$, for $e \in E$, be the capacity of edge $e$ and assume that for all $e \in E$,

$$
\begin{equation*}
u(e) \geq \epsilon \log D+1+\epsilon \quad \text { for some } 0<\epsilon \leq 1 \tag{A.1}
\end{equation*}
$$

Let $b_{j}(e)$ be the number of calls routed trough edge $e$ by AAP among the first $j$ presented calls. Define the relative load of edge $e$, just after call $j$ has been processed, to be $\lambda_{j}(e)=\frac{b_{j}(e)}{u(e)}$. Define the cost of edge $e$ just after call $j$ has been processed to be $c_{j}(e)=u(e)\left[\mu^{\lambda_{j}(e)}-1\right]$, where $\mu=2^{1+1 / \epsilon} D$. A request $\left(s_{j}, t_{j}\right)$ is accepted to path $P_{j}$ if $\sum_{\left.e \in P_{j}\right)} \frac{1}{u(e)} \cdot c_{j-1}(e) \leq D$.

The above algorithm has competitive ratio $O\left(2^{1 / \epsilon} / \epsilon+2^{1 / \epsilon} \log D\right)$. We give below a sketch of the proof. The proof follows the proof that appears in [8].

Theorem A.1. The above AAP algorithm has competitive ratio $2^{1+1 / \epsilon} \log \mu+1$.
Proof. Let $\sigma=\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$, be the sequence of requests. Let $A$ be the set of indices of requests that are accepted by AAP and let $A^{\prime}$ be the set of indices of requests that are rejected by AAP but are accepted by the adversary. Let $C=\sum_{e \in E} c_{n}(e)$. Let $\mathcal{Q}(\sigma)$ denote the benefit obtained by algorithm AAP on sequence $\sigma$. We prove the following two claims that yield the desired result.

1. $C \leq\left(2^{1+1 / \epsilon} \log \mu\right) \cdot|A| \cdot D$.
2. $\left|A^{\prime}\right| \cdot D \leq C$.

The result follows from the above two inequalities since $\mathcal{Q}(\sigma)=|A| \cdot D$, and $O P T(\sigma) \leq \mathcal{Q}(\sigma)+\left|A^{\prime}\right| \cdot D$.

The proof of inequality 1 can be found in [8]. We repeat here the proof of inequality 2 since we slightly modify it below to give the corollaries we need.

For a call $\sigma_{j}$ that is accepted by the off-line algorithm let $P_{j}^{*}$ be the path that is used by the off-line algorithm to accept this call. For any $j \in A^{\prime}$

$$
D<\min _{P_{j}} \sum_{e \in P_{j}} \frac{1}{u(e)} c_{j-1}(e) \leq \sum_{e \in P_{j}^{*}} \frac{1}{u(e)} c_{j-1}(e)
$$

We get

$$
\begin{aligned}
& \left|A^{\prime}\right| \cdot D<\sum_{j \in A^{\prime}} \sum_{e \in P_{j}^{*}} \frac{1}{u(e)} c_{j-1}(e) \\
& \leq \sum_{j \in A^{\prime}} \sum_{e \in P_{j}^{*}} \frac{1}{u(e)} c_{n}(e) \\
& =\sum_{e} c_{n}(e) \sum_{j \in A^{\prime}: e \in P_{j}^{*}} \frac{1}{u(e)} \\
& \leq \sum_{e} c_{n}(e) \\
& =C
\end{aligned}
$$

The last inequality follows since the capacity of the adversary on any edge $e$ is $u(e)$, that is, it can route at most $u(e)$ calls though edge $e$.

We now give two corollaries of the above theorem.
Corollary A.2. If for all $e \in E$, $u(e)$ satisfied condition A.1, and the off-line algorithm has capacity $c \cdot u(e)$ for each edge $e$, for some constant $c$, then AAP is $\left(1+c\left(2^{1+1 / \epsilon} \log \mu\right)\right)$-competitive.

Proof. We slightly modify the above proof for inequality 2 . Since for each $e \in E$ the capacity available to the off-line algorithm is $c \cdot u(e)$, then the last inequality in the proof would yield

$$
\left|A^{\prime}\right| \cdot D<\sum_{e} c_{n}(e) \cdot c=C \cdot c
$$

Thus we get $\left(\left|A^{\prime}\right| \cdot D\right) / c \leq\left(2^{1+1 / \epsilon} \log \mu\right) \cdot|A| \cdot D$. And we get

$$
\begin{aligned}
O P T(\sigma) & \leq \mathcal{Q}(\sigma)+\left|A^{\prime}\right| \cdot D \leq \mathcal{Q}(\sigma)+c\left(2^{1+1 / \epsilon} \log \mu\right) \cdot|A| \cdot D \\
& =\left(1+c\left(2^{1+1 / \epsilon} \log \mu\right)\right) \cdot \mathcal{Q}(\sigma) .
\end{aligned}
$$

Corollary A.3. If $A A P$, with $\epsilon=1$, has for each $e \in E$ capacity $u(e)=\log 4 D$, while the off-line algorithm has for all e capacity 1, then the competitive ratio is 5 .

Proof. We use $\epsilon=1$ and slightly modify the above proof of inequality 2 . We again modify the last inequality of the the proof. Since the off-line algorithm has for each $e$ only capacity $u(e) / \log 4 D$, we get

$$
\left|A^{\prime}\right| \cdot D<\sum_{e} c_{n}(e) / \log 4 D
$$

i.e.,

$$
\left|A^{\prime}\right| \cdot D<C / \log 4 D
$$

We get

$$
\begin{aligned}
O P T(\sigma) & \leq \mathcal{Q}(\sigma)+\left|A^{\prime}\right| \cdot D \\
& \leq \mathcal{Q}(\sigma)+C / \log 4 D \\
& \leq \mathcal{Q}(\sigma)+\left(\left(2^{1+1 / \epsilon} \log \mu\right) \cdot|A| \cdot D\right) / \log 4 D \\
& =\mathcal{Q}(\sigma)+\left(\left(2^{1+1 / \epsilon} \log \mu\right) \cdot|A| \cdot D\right) / \log \mu \\
& =\mathcal{Q}(\sigma)+4 \cdot|A| \cdot D=5 \cdot \mathcal{Q}(\sigma) .
\end{aligned}
$$
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[^1]:    ${ }^{1}$ Note that using the Markov inequality it is possible to obtain bounds on the probability of deviating from the expectation for algorithms for on-line minimization (cost) problems as a direct consequence of the analysis of the competitive ratio. This is not the case for maximization (benefit) problems.

[^2]:    ${ }^{2}$ The more natural algorithm that immediately rejects a candidate call if it intersects a previous accepted call, and otherwise accepts the candidate with probability $p$, performs at least as well. We leave the description as above for simplicity of the proof. To see that, note that for any given sequence of random choices, one for each candidate, any candidate accepted by $\mathbf{R S}_{p}$ is also accepted by the more natural algorithm. Since the call is accepted by $\mathbf{R S}{ }_{p}$ its corresponding random choice is "positive," and it does not intersect any previous considered call (i.e., it does not intersect any previous candidate with a "positive" random choice). In the more natural algorithm this call cannot intersect any previously accepted call (as no previous candidate that intersects it had a "positive" random choice), and its own random choice is "positive." Hence it is accepted.
    ${ }^{3}$ To see that, note that $p=\Theta(1 /(2 \log 2 D))$, and thus, for $O P T(\sigma) \geq \beta_{k} \log D$, and large enough $\beta_{k}$, the absolute value of the expression in the exponent of the first summand is at least a constant, and the second summand is bounded from above by a constant.
    ${ }^{4} \mathrm{~A}$ more natural algorithm would continue to run $\mathcal{A}_{p}$ after taking the first call in the first case. However, in the worst case its behavior is no better than the above algorithm.

[^3]:    ${ }^{5}$ The intersection graph has a node for each one of the paths. There is an edge between two nodes in the intersection graph if and only if the corresponding two paths intersect.
    ${ }^{6}$ A $d$-inductive graph is a graph $G=(V, E)$ for which there is an ordering of the vertices such that for any $i,|\{j: i<j,(i, j) \in E\}| \leq d$.

