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Abstract. In this paper are considered one-dimensional tilings arising
from some Pisot numbers encountered in quasicrystallography as the
quadratic Pisot units and the cubic Pisot unit associated with 7-fold
symmetry, and also the Tribonacci number. We give characterizations of
the Voronoi cells of such tilings, using word combinatorics and substitu-
tions.

1 Introduction

Word combinatorics has been proved to be very useful in the solution of problems
arising from the modelization of metallic alloys called quasicrystals. The first
quasicrystal was discovered in 1984: it is a solid structure presenting a local
symmetry of order 5, i.e. a local invariance under rotation of π/5, and it is
linked to the golden mean and to the Fibonacci substitution. The Fibonacci
substitution, given by

L �→ LS, S �→ L,

defines a quasiperiodic selfsimilar tiling of the positive real line, and is a historical
model of a one-dimensional mathematical quasicrystal. The fixed point of the
substitution is the infinite word

LSLLSLSLSL · · ·

Each letter L or S is considered as a tile. The vertices of the tiles are labelled
by algebraic integers, the so-called β-integers, where β is equal to 1+

√
5

2 . The
description and the properties of those β-integers use a base β number system.

A more general theory has been elaborated with Pisot numbers1 for base,
see [3, 6]. Note that so far, all the quasicrystals discovered by physicists present
local symmetry of order 5, 8, 10, or 12, and are modelized using some quadratic
Pisot units, namely 1+

√
5

2 , 1 +
√

2, and 2 +
√

3. More generally, a substitution
can be associated with any Pisot number giving a selfsimilar quasiperiodic tiling
of the positive real line [19].

1 A Pisot number is an algebraic integer > 1 such that the other roots of its minimal
polynomial have a modulus less than 1. The golden mean and the natural integers
are Pisot numbers
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The construction of quasiperiodic point sets involves a method called cut and
projection [12, 13]. The determination of the quasicrystal depends on a set called
window. For instance, when β is the Tribonacci number, the window of the set
of β-integers is the well known Rauzy fractal, see [11] for instance.

The purpose of this work is to give a combinatorial characterization of the
geometry of tilings associated with sets of beta-integers. More precisely we show
that local geometrical configurations of beta-integers, given by their Voronoi
cells, are characterized by their beta-expansions. This allows to give a fine parti-
tion of the window associated with positive beta-integers according to the com-
binatorial properties of the underlying numeration system.

It is worthwile to mention that the fixed point uβ of the substitutions as-
sociated with the Pisot numbers β considered here enjoys the following prop-
erties. When β is a quadratic Pisot unit, uβ is a Sturmian sequence [6], that
is to say, the number C(n) of factors of length n, is equal to n + 1. When β
is the Tribonacci number, uβ is an Arnoux-Rauzy sequence [1], of complexity
C(n) = 2n + 1. When β is the cubic Pisot unit associated with 7-fold symmetry,
uβ has complexity C(n) = 2n + 1, but is not an Arnoux-Rauzy sequence [7].

The paper is organized as follows: after some definitions, we give charac-
terizations of the Voronoi cells of the tilings associated with quadratic Pisot
units, with the Tribonacci number and, with the cubic Pisot unit associated
with 7-fold symmetry. These results are given in terms of the properties of the
beta-expansions as words, and by the belonging of the conjugates of beta-integers
to some connected region, the window. For the Tribonacci number, our results
allow to give a nice combinatorial interpretation of the domain exchange defined
by Rauzy on the Rauzy fractal, see [11, 15, 16].

2 Preliminaries

2.1 Words

Let A be a finite set of symbols called the alphabet. We denote by A∗ the set of
finite words over A, and by ε the empty word. A factor of a word x is a word z
such that x = yzt. If y = ε, z is said to be a prefix of x; if t = ε, the word z is
a suffix of x. A prefix (or a suffix) z of y is proper if it is different of the entire
word y. If v is a word, the concatenation of v k times is denoted by vk, with the
convention that if k = 0, vk is the empty word ε.

A function f : A∗ → B∗ is a morphism if f(xy) = f(x)f(y), for all x, y ∈ A∗.
A morphism is a substitution if for each a in A, f(a) �= ε.

The radix order for finite words over an ordered alphabet is defined by x � y
if |x| < |y|, or |x| = |y| and their exist factorizations x = uax′ and y = uby′, for
some word u ∈ A∗, a, b ∈ A such that a � b, and x′, y′ ∈ A∗.

The set of infinite words over A is denoted by AN. It is the set of sequences
of symbols of A indexed by non-negative integers. Denote by vω = vvvv . . . the
word obtained by the infinite concatenation of the word v. A word of the form
uvω is called eventually periodic if u �= ε, periodic otherwise.
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The lexicographic order for infinite words over an ordered alphabet is defined
by x <lex y if their exist factorizations x = uax′ and y = uby′, for some word
u ∈ A∗, a, b ∈ A such that a < b, and x′, y′ ∈ AN.

2.2 Beta-Expansions

For definitions and results on beta-expansions the reader may consult [10, Chap-
ter 7]. Let β > 1 be a real number. A representation in base β, or a β-
representation, of a real number x > 0 is an infinite sequence of integers (xi)i�N

such that x =
∑

i�N xiβ
i, for some N . A particular β-representation, called

β-expansion, is computed by the “greedy algorithm” [17]. Denote by �y� and by
{y} the integer part and the fractional part of the real number y, respectively.
There exists N ∈ Z such that βN � x < βN+1. Let xN = �x/βN �, and let
rN = {x/βN}. Then for i < N , xi = �βri+1�, and ri = {βri+1}. If x < 1, then
N < 0 and we set x−1 = · · · = xN+1 = 0. The β-expansion of x is denoted by

〈x〉β = xNxN−1 · · ·x1x0 · x−1x−2 · · · ,

most significant digits first. The dot between x0 and x−1 symbolizes the sep-
aration between positive and negative powers of the base. By abuse we refer
to the word xN · · ·x0 as the β-integer part, and to the word x−1x−2 · · · as the
β-fractional part of x in base β. The digits xi obtained by the greedy algorithm
belong to the set B = {0, 1, . . . , �β�}, called the canonical alphabet associated
with β, if β is not an integer. If β is an integer, then B = {0, 1, . . . , β−1}, and the
β-expansion is just the standard representation in base β. If a β-representation
ends with infinitely many 0’s it is said to be finite and the ending 0’s are omitted.

A word (finite or infinite) is said to be admissible if it is the β-expansion
of some number of [0, 1[. Let us introduce the so called Rényi β-expansion of
1, denoted by dβ(1). It is computed as follows: let the β-transform of the unit
interval be defined by Tβ(y) = βy mod 1. Then dβ(1) = (ti)i�1, where ti =
�βT i−1

β (1)�. Note that dβ(1) belongs to BN. A number β such that dβ(1) is
eventually periodic is called a beta-number, or a Parry number. When dβ(1) is
finite, β is said to be a simple Parry number. Set d∗β(1) = dβ(1) if dβ(1) is
eventually periodic, and d∗β(1) = (t1 · · · tm−1(tm − 1))ω if dβ(1) = t1 · · · tm−1tm
is finite. Let us recall the following result from [14]: An infinite sequence of
non-negative integers ξ = (ξi)i�1 is admissible if and only if for every p � 0,
(ξi+p)i�1 <lex d∗β(1). We can now define the set of β-integers.

Definition 1 The set of β-integers is the set of real numbers such that the β-
expansion of their absolute value has a β-fractional part equal to 0ω

Zβ = {x ∈ R | 〈|x|〉β = xNxN−1 · · ·x1x0, N � 0} . (1)

Denote Z
+
β the set of non-negative β-integers. Note that Zβ = Z

+
β ∪ (−Z

+
β )

and that βZβ ⊂ Zβ . The set Z
+
β is ordered by the radix order on the (finite)

β-expansions of its elements; its n-th element is denoted bn.
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An algebraic integer is a root of a monic polynomial with integer coefficients.
A Pisot number is an algebraic integer greater than 1 such that the other roots
of its minimal polynomial have a modulus smaller than 1. When the constant
term of the minimal polynomial is equal to ±1, β is said to be a unit. Recall
that any Pisot number is a Parry number [2, 18].

2.3 Substitution Tilings

Let β be a Parry number. To such a number a substitution σβ can be associated
with β in a canonical way. Its fixed point uβ is written on an alphabet A of
letters that are considered as tiles. This defines a tiling of the positive real line
with a finite number of tiles. Each tile U is given a length �(U), see [5, 19]. Each
vertex of the positive real line is labelled by the length in tiles of the prefix of
uβ ending in that vertex.

In the frame of this study, we restrict ourselves to a subclass of Parry num-
bers, namely the quadratic Pisot units and two examples of cubic Pisot units.

Quadratic Pisot Units. They are of two types.

Case 1. β > 1 is the root of the polynomial X2 − aX − 1, a � 1. The canonical
alphabet is B = {0, 1, . . . , a}, the β-expansion of 1 is finite and equal to dβ(1) =
a1. Note that a word on B is a β-expansion if and only if it does not contain a
factor a1. The substitution σβ is defined on the alphabet A = {L, S} by

σβ =

{
L �→ LaS

S �→ L .
(2)

To each letter of A we associate a tile with the same name of length �(L) = 1,
and �(S) = Tβ(1) = β − a = 1/β.

Case 2. β > 1 is the root of the polynomial X2 − aX + 1, a � 3. The canonical
alphabet is B = {0, 1, . . . , a− 1}, the β-expansion of 1 is eventually periodic and
equal to dβ(1) = (a− 1)(a− 2)ω. The substitution σβ is defined on the alphabet
A = {L, S} by

σβ =

{
L �→ La−1S

S �→ La−2S .
(3)

Here we have �(L) = 1, and �(S) = Tβ(1) = β − (a − 1) = 1 − 1/β.

Cubic Pisot Units. We consider two particular cases of cubic Pisot units,
namely the roots of the polynomials

X3 − X2 − X − 1, Case 1

X3 − 2X2 − X + 1, Case 2.

The root β > 1 in Case 1 is the so-called Tribonacci number, see for instance [11].
The root β in Case 2 is a cyclotomic Pisot unit with a 7-fold symmetry, that
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is to say, the ring Z[ei2π/7], which is invariant by rotation of 2π/7, satisfies
Z[ei2π/7] = Z[β] + Z[β]ei2π/7, see [3].
Case 1. The Tribonacci number. The canonical alphabet is B = {0, 1}, the β-
expansion of 1 is finite and equal to dβ(1) = 111. A word on B is a β-expansion
if and only if it does not contain a factor 111. The substitution σβ is defined on
the alphabet A = {L, M, S} by

σβ =






L �→ LM

M �→ LS

S �→ L .

(4)

We have �(L) = 1, �(M) = Tβ(1) = β − 1, and �(S) = T 2
β (1) = β2 − β − 1.

Case 2. Symmetry of order 7. The canonical alphabet is B = {0, 1, 2}, the
β-expansion of 1 is eventually periodic and equal to dβ(1) = 2(01)ω. The sub-
stitution σβ is defined on the alphabet A = {L, M, S} by

σβ =






L �→ LLS

S �→ M

M �→ LS

(5)

Here we have �(L) = 1, �(S) = Tβ(1) = β − 2, and �(M) = T 2
β (1) = β2 − 2β.

For all the above cases, the infinite word uβ = σ∞
β (L) is the fixed point of

the substitution σβ . The interval [0, βj ] is tiled by the tiling associated with the
word σj

β(L). Consequently the tiling associated with σ∞
β (L) is a selfsimilar tiling

of the positive real line and positive β-integers are the labels of the vertices of
this tiling, see [3, 6]. The substitution σβ acts on the tiles as the multiplication
by β acts on β-integers.

Example Let ϕ = 1+
√

5
2 . Then dϕ(1) = 11. The associated substitution is the

Fibonacci substitution L �→ LS, S �→ L. We have �(L) = 1, and �(S) = ϕ − 1.
The first non-negative ϕ-integers are

b0 = 0 〈b0〉ϕ = 0
b1 = 1 〈b1〉ϕ = 1
b2 = ϕ 〈b2〉ϕ = 10
b3 = ϕ2 〈b3〉ϕ = 100
b4 = ϕ2 + 1 〈b4〉ϕ = 101
b5 = ϕ3 〈b5〉ϕ = 1000

The fixed point of the substitution is

uϕ = LSLLSLSLSL · · ·
Below is shown the beginning of the labelling of vertices of the Fibonacci

tiling by ϕ-integers
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2.4 Meyer Sets and Voronoi Cells

We recall here several definitions and results that can be found in [8, 9, 12, 13],
see also [4] for a survey on these questions. Delaunay sets were introduced as a
mathematical idealization of a solid-state structure. A set Λ in R

d is said to be
uniformly discrete if there exists r > 0 such that every ball of radius r contains
at most a point of Λ. A set Λ in Rd is said to be relatively dense if there exists
R > 0 such that every ball of radius R contains at least a point of Λ. If both
conditions are satisfied, Λ is said to be a Delaunay set.

Meyer introduced in [12, 13] the mathematical notion of quasicrytals as a
generalization of ideal crystalline structures. They are now known as Meyer
sets. A set Λ ⊂ Rd is said to be a Meyer set if it is a Delaunay set and if there
exists a finite set F such that Λ−Λ ⊂ Λ+F . This is equivalent to Λ−Λ being a
Delaunay set [8]. The Meyer sets generalize the lattices of crystallography, that
obey the relation Λ − Λ ⊂ Λ.

We now give the definition of Voronoi cells and of Voronoi tessellation.

Definition 2 (i) Given a discrete set Λ in Rd, the Voronoi cell V(λ) of λ ∈ Λ
is the closure of the set of all points in R

d closer to λ than to any other point of
Λ

V(λ) = {x ∈ R
d | δ(x − λ) � δ(x − λ′), λ′ ∈ Λ} , (6)

where δ is the Euclidean distance in Rd.
(ii) The set of Voronoi cells of a discrete set Λ forms a tiling of Rd called

the Voronoi tessellation of R
d induced by Λ.

Lagarias has proved in [9] that if Λ is a Meyer set, its Voronoi tessellation contains
a finite number of tiles. It is proved in [3] that when β is a Pisot number, then
the set Zβ of β-integers is a Meyer set.

There is a special class of Meyer sets, defined by Meyer [12, 13], called model
sets, computed by the so called cut and project algorithm and in which arises the
notion of window. In the frame of this article, we introduce the algebraic version
of the cut and project algorithm in the particular cases we study.

Quadratic Pisot Units. Let β > 1 be a quadratic Pisot unit. Let now β′ be
the other root of the minimal polynomial associated with β, and let the Galois
conjugation automorphism be the map x =

∑
0�i�N xiβ

i �→ x′ =
∑

0�i�N xiβ
′i.

We define the window of positive β-integers as the compact set Ω

Ω = {x′ | x ∈ Z
+
β } = (Z+

β )′ . (7)

We know from [3] that a a number x of Z[β] ∩ R+ is a positive β-integer if
and only if its conjugate x′ belongs to the window Ω = (−1, β) in Case 1, and
Ω = (0, β) in Case 2.

Cubic Pisot Units. We have to consider our two cases separately.
Case 1. Let β > 1 be the Tribonacci number, and let α and αc be its Galois
conjugates (the symbol c denotes complex conjugation). The Galois conjugation
automorphism is defined as x =

∑
0�i�N xiβ

i �→ x′ =
∑

0�i�N xiα
i. Then the
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window Ω of Z
+
β is a compact subset of C with a fractal boundary, see for

instance Figure 3. This figure is called the Rauzy fractal [11, 16].
Case 2. Let β > 1 be the dominant root of the polynomial X3 − 2X2 − X + 1.
The other roots of this polynomial are the real numbers α1 = β2 − 2β and
α2 = −β2 + β + 2. The Galois automorphism is x =

∑
0�i�N xiβ

i �→ x′ =
∑

0�i�N xi(αi
1 + αi

2e
i4π/7).

The definition of the window Ω of positive β-integers is again given by Equa-
tion (7). Note that, unless for quadratic Pisot units, the determination of the
window of positive β-integers is an open problem, see discussion in [6].

3 Beta-Integers Voronoi Cells

We shall now study the Voronoi tessellation of Z
+
β , and characterize Voronoi

cells of β-integers when β is a quadratic Pisot unit, the Tribonacci number, or
a cubic Pisot unit associated with 7-fold symmetry.

When a β-integer is the common vertex of the generic tiles U and V , it is
said to be an UV β-integer, and its Voronoi cell is consequently said to be an
UV Voronoi cell. The window associated with positive UV β-integers is denoted
by ΩUV , and is given by

ΩUV = {x′ | x ∈ Z
+
β , x is UV } .

Since a negative β-integer b−n is by definition equal to −bn, by symmetry
one obtains a tiling of the negative real line, and thus the beta-integer b0 = 0 is
always of type LL.

3.1 Quadratic Pisot Units

Recall that from the substitution σβ we have only three possible tile-configu-
rations, LL, LS and SL, since SS is excluded, so there are only three possible
Voronoi cells. When a β-integer is SL or LS, the length of its Voronoi cell is
(1 + 1/β)/2 in Case 1, and (2 − 1/β)/2 in Case 2. Figure 1 displays the case
when the nth β-integer is SL. When a β-integer is LL the length of its Voronoi
cell is 1.

We will see in the following that it is possible to further differentiate Voronoi
cells, from the analysis of the β-expansion of the β-integer they support.

Fig. 1. Configuration where the nth β-integer, bn, is SL

Case 1. β2 = aβ + 1, a � 1
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Proposition 1 In each of the following assertions, (i), (ii) and (iii) are equiv-
alent.

1.1 (i) bn is SL; (ii) 〈bn〉β ends in the suffix (0)2q+1, q ∈ N maximal; (iii)
b′n ∈ ΩSL = (−1, 0).

1.2 (i) bn is LL; (ii) for n � 1, 〈bn〉β ends in either the suffix (0)2q+2, q ∈ N

maximal, or by an h ∈ {1, . . . , a − 1}; (iii) b′n ∈ ΩLL = [0, β − 1).

1.3 (i) bn is LS; (ii) 〈bn〉β ends in a; (iii) b′n ∈ ΩLS = (β − 1, β).

Proof We prove Proposition 1 in two steps. First we prove that (i) ⇔ (ii) by
recurrence. Recall that the set Zβ is symmetric with respect to the origin by
definition, which makes the origin b0 = 0 a LL β-integer. We have b′0 = 0. The
relations are clearly valid for small n � 1.

Suppose that bn is an SL β-integer. In the fixed point of the substitution
uβ = σ∞

β (L), the factor SL can appear in two different configurations.
In the first configuration SL is a factor of LaSLaS. We thus have bn = βbk,

where bk is a LL β-integer,

bn

LaS | LaS
↑ ↑

bk

L | L

where the upright arrow symbolizes the action of the substitution σβ on a given
tile. By recurrence hypothesis, 〈bk〉β ends either with an h ∈ {1, 2, . . . , a − 1}
and then 〈bn〉β ends in h0, or 〈bk〉β ends in (0)2q+2, q ∈ N maximal and then
〈bn〉β ends in (0)2q+3, thus 〈bn〉β ends with an odd number of 0’s. Consequently,
the β-expansions of bn+1, bn+2, . . . , bn+a−1, which are all LL β-integers, end in
1, 2, . . . , (a − 1) respectively, and the β-expansion of bn+a, which is LS, ends in
a.

In the second configuration SL is a factor of LaSLLaS thus bn = βbk where
bk is a LS β-integer. Since by recurrence hypothesis, 〈bk〉β ends in a, then 〈bn〉β
ends with a0. Recall that a1 is not admissible for such a β. Thus the β-expansion
of bn+1, which is LL, ends in j00, where j �= 0. Therefore, the β-expansion of
bn+2, . . . , bn+a, which are all LL, ends in 1, 2, . . . , a − 1, respectively, and the
β-expansion of bn+a+1, which is LS, ends in a.

The cases where bn is an LL or an LS β-integer have been already treated
just above.

Let us now show that (i) ⇔ (iii). Recall that a number x of Z[β] ∩ R+ is
a positive β-integer if and only if its conjugate x′ belongs to (−1, β). Let bn

be a SL β-integer. Then bn−1 = bn − 1
β and bn+1 = bn + 1 are β-integers, and

(bn−1)′ = b′n+β ∈ (−1, β) and (bn+1)′ = b′n+1 ∈ (−1, β). Therefore b′n ∈ (−1, 0).
Let bn be a LL β-integer. Then bn−1 = bn − 1 and bn+1 = bn + 1 are β-

integers, and (bn−1)′ = b′n − 1 ∈ (−1, β) and (bn+1)′ = b′n + 1 ∈ (−1, β). Since 0
is LL we have b′n ∈ [0, β − 1).
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Finally, let bn be a LS β-integer. Then bn−1 = bn − 1 and bn+1 = bn + 1
β

are β-integers, and (bn−1)′ = b′n − 1 ∈ (−1, β) and (bn+1)′ = b′n − β ∈ (−1, β).
Therefore b′n ∈ (β − 1, β). ��

For LL β-integers we can refine the characterization. We give a partition of
the window of LL β-integers as

ΩLL =
⋃

0�h�a−1

ΩLL(h) ,

where ΩLL(h) is the window associated with positive LL β-integers such that
their β-expansions end in h ∈ {0, · · · , a − 1}.
Proposition 2 Let bn be a LL β-integer, then 〈bn〉β ends in

2.1 (0)2q+2, q maximal in N, if and only if b′n ∈ ΩLL(0) = [0, 1
β ),

2.2 an h ∈ {1, . . . , a − 1} if and only if b′n ∈ ΩLL(h) = ( 1
β + h − 1, 1

β + h).

Proof Let us first prove 2.1. Let bn be a LL β-integer, such that 〈bn〉β ends in
(0)2q+2, q ∈ N. By Proposition 1, 1.1, the β-integer bn/β is SL, and (bn/β)′ =
−βb′n ∈ (−1, 0). Therefore bn ∈ (0, 1/β).

We prove 2.2 in two steps. Suppose that bn is a LL β-integer such that 〈bn〉β
ends in 1. There are two cases for bn−1 = bn − 1.

• bn−1 is a LL β-integer such that 〈bn−1〉β ends in (0)2q+2, q ∈ N. Thus
b′n−1 ∈ [0, 1

β ), and b′n ∈ [1, 1 + 1
β ).

• bn−1 is a SL β-integer such that 〈bn−1〉β ends with h0, h �= a. The conjugate
b′n of bn lies in the window computed as follows. Let bs be a SL β-integer such
that 〈bs〉β ends with a0. Then bs/β ends with a, and by Proposition 1, 1.3,
(bs/β)′ ∈ (β − 1, β). Thus b′s ∈ (−1,−1 + 1/β). It is obvious now that (bn−1)′ ∈
(−1 + 1/β, 0), and b′n ∈ ( 1

β , 1).
Putting the two cases together we get that b′n ∈ ( 1

β , 1 + 1
β ). The end of the

proof for any h in {1, . . . , a − 1} follows easily. ��
On Figure 2 we display the window Ω of Z

+
β , when β is a quadratic Pisot

unit of Case 1, and its decomposition into subwindows which correspond to the
windows of β-integers having specific Voronoi cells.

Fig. 2. Graphical representation of Proposition 1 (iii) and Proposition 2

Case 2. β2 = aβ − 1, a � 3
Let M = (a − 1)(a − 2)∗ be the set of maximal words of each length in the

radix order. Remark that any word in M is a prefix of dβ(1) = (a− 1)(a− 2)ω.
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Proposition 3 In each of the following assertions, (i), (ii) and (iii) are equiv-
alent. For n � 1
3.1 (i) bn is SL; (ii) 〈bn〉β ends in 0; (iii) b′n ∈ ΩSL = (0, 1).
3.2 (i) bn is LL; (ii) 〈bn〉β ends in a word w /∈ M∪0; (iii) b′n ∈ ΩLL = [1, β−1).
3.3 (i) bn is LS; (ii) 〈bn〉β ends in a word w ∈ M; (iii) b′n ∈ ΩLS = (β − 1, β).

Proof. We prove (i) ⇔ (ii) by recurrence. Suppose that bn is SL. The factor SL
can appear in three different configurations in the fixed point of the substitution
uβ.

In the first configuration SL is a factor of La−1SLa−1S where bn is issued
from the LL β-integer bk, bn = βbk.

bn

La−1S | La−1S
↑ ↑

bk

L | L

By recurrence hypothesis 〈bk〉β ends in w /∈ M ∪ 0. Then 〈bn〉β ends in w0.
Consequently, the β-expansions of bn+1, bn+2, . . . , bn+a−2, which are all LL, end
respectively by w1, w2, . . . , w(a − 2), and the β-expansion of bn+a−1, which is
LS, ends in (a − 1), which belongs to M.

In the second configuration, SL is a factor of La−1SLa−2S, and bn = βbk

with bk a LS β-integer.
bn

La−1S | La−2S
↑ ↑

bk

L | S

By recurrence hypothesis, 〈bk〉β ends in (a− 1)(a− 2)q, with q ∈ N. Then 〈bn〉β
ends in (a− 1)(a− 2)q0. Thus, the β-expansion of bn+1, bn+2, . . . , bn+a−3, which
are LL, ends in 1, 2, . . . , (a − 3), respectively, and the β-expansion of bn+a−2,
which is LS, ends in (a − 1)(a − 2)q+1 ∈ M.

In the third configuration, SL is a factor of La−2SLa−1S, bn = βbk with bk

a SL β-integer.
bn

La−2S | La−1S
↑ ↑

bk

S | L

By recurrence hypothesis 〈bk〉β ends in 0, and 〈bn〉β ends in 00. Therefore, the
β-expansion of bn+1, bn+2, . . . , bn+a−2, which are LL, ends in 01, 02, . . . , 0(a−2),
and the β-expansion of bn+a−1, which is LS, ends in 0(a − 1).
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The cases where bn is an LL or an LS β-integer have been already treated.
The case SS cannot occur.

Now let us prove (i) ⇔ (iii). Recall that a number x of Z[β] ∩ R+ is a
positive β-integer if and only if its conjugate x′ belongs to (0, β). Let bn be a
SL β-integer. Then bn−1 = bn − (1− 1/β) and bn+1 = bn +1 are β-integers, and
(bn−1)′ = b′n − 1+β ∈ (0, β) and (bn+1)′ = b′n +1 ∈ (0, β). Therefore b′n ∈ (0, 1).

Let bn be a LL β-integer. Then bn−1 = bn − 1 and bn+1 = bn + 1 are β-
integers, and (bn−1)′ = b′n − 1 ∈ (0, β) and (bn+1)′ = b′n + 1 ∈ (0, β). Therefore
b′n ∈ (1, β − 1). Since b1 = 1 is LL, b′n ∈ [1, β − 1).

Finally, let bn be a LS β-integer. Then bn−1 = bn−1 and bn+1 = bn+(1−1/β)
are β-integers, and (bn−1)′ = b′n − 1 ∈ (0, β) and (bn+1)′ = b′n + 1 − β ∈ (0, β).
Therefore b′n ∈ (β − 1, β). ��

We now precise the characterization for LL β-integers.

Proposition 4 Let bn be a LL β-integer, then 〈bn〉β ends in
4.1 an h ∈ {1, . . . , a − 3} if and only if b′n ∈ ΩLL(h) = [h, h + 1)
4.2 (a − 2) not prefixed by an element of M if and only if b′n ∈ ΩLL(a − 2) =
(a − 2, β − 1).

Proof. Let us first prove 4.1. Let bn be a LL β-integer such that 〈bn〉β ends in
1. Then bn − 1 = bn−1 is SL, and b′n − 1 ∈ (0, 1). Then b′n ∈ (1, 2). Since b1 = 1
is LL, b′n ∈ [1, 2). From the fact that h′ = h for h ∈ {1, . . . , (a − 3)}, we deduce
4.1.

The proof of 4.2 is now straightforward. The only possibility for β-integers
such that their β-expansion ends in (a − 2) not prefixed by an element of M is
ΩLL(a − 2) = (a − 2, β − 1). ��

3.2 Some Cubic Pisot Units

Case 1. The Tribonacci number: β3 = β2 + β + 1
The substitution σβ allows only the following configurations (respectively

Voronoi cells): LM , LS, ML, SL and LL in uβ.

Proposition 5 In each of the following assertions (i) and (ii) are equivalent.
For n � 1

5.1 (i) bn is LM ; (ii) 〈bn〉β ends in 01, or n = 1 and 〈b1〉β = 1.
5.2 (i) bn is LS; (ii) 〈bn〉β ends in 011, or n = 3 and 〈b3〉β = 11.
5.3 (i) bn is ML; (ii) 〈bn〉β ends in 10(000)q, q ∈ N.
5.4 (i) bn is SL; (ii) 〈bn〉β ends in 100(000)q, q ∈ N.
5.5 (i) bn is LL; (ii) 〈bn〉β ends in 1000(000)q, q ∈ N.

Proof. Suppose that bn is ML. The word ML can be issued from the substitution
of three configurations of letters. In the first configuration, ML is a factor of
LMLSLM , and bn = βbk, where bk is LM .
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bn bn+1 bn+2 bn+3

LM | LS | LM
↑ ↑ ↑

bk bk+1

L | M | L

Since by recurrence hypothesis, 〈bk〉β ends in 01, 〈bn〉β ends with 010. Conse-
quently the β-expansions of bn+1, bn+2 and bn+3, which are respectively LS, SL
and LM , end with 011, 100 and 101, respectively.

In the second configuration ML is a factor of LMLLM , and bn = βbk, where
bk is LS.

bn bn+1 bn+2

LM | L | LM
↑ ↑ ↑

bk bk+1

L | S | L

By recurrence hypothesis, 〈bk〉β ends in 011, then 〈bn〉β ends with 0110. Thus,
the β-expansions of bn+1, bn+2 which are respectively LL and LM end with 1000
and 1001, respectively. Since M is always follwed by L, bn+3 is ML, and ends
in 1010.

Finally, in the third configuration ML is a factor of LMLM , and bn = βbk,
where bk is LL.

bn bn+1

LM | LM
↑ ↑

bk

L | L

By recurrence hypothesis, 〈bk〉β ends in 1000(000)q, q ∈ N, then 〈bn〉β ends with
10(000)q+1. Then the β-expansions of bn+1 and bn+2, which are respectively LM
and ML, end with 10(000)q001 and 10(000)q010, respectively.

Let now bn be SL, which appears as a factor of LSLM . Then bn = βbk,
where bk is ML.

bn bn+1

LS | LM
↑ ↑

bk

M | L

Since by recurrence hypothesis 〈bk〉β ends with 10(000)q, then 〈bn〉β ends with
100(000)q, and consequently, the β-expansions of bn+1 and bn+2, which are LM
and ML, respectively, end in 001 and 010, respectively.
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Eventually, let bn be LL, which appears as a factor of LLM . Then bn = βbk,
with bk SL.

bn bn+1

L | LM
↑ ↑

bk

S | L

By recurrence hypothesis 〈bk〉β ends in 100(000)q, then 〈bn〉β ends with
1000(000)q, and consequently, the β-expansions of bn+1 and bn+2, which are
LM and ML respectively, end in 001 and 010. Cases LM and LS are treated
above. ��

Let α be one of the complex roots of X3 − X2 − X − 1. On Figure 3 we
display the Rauzy fractal, i.e. the set Ω = (Z+

β )′, which is the closure of the set
{∑0�i�N xiα

i | there is no factor 111 in xN · · ·x0, N � 0}, and its partition
according to Voronoi cells of β-integers. Recall that, by definition, b0 = 0 is LL.
The origin 0, although it belongs to ΩLL, lies at the intersection of ΩLL with
ΩML and ΩSL.

Fig. 3. The Rauzy fractal, obtained when β is the Tribonacci number

Usually the Rauzy fractal is divided into three basic tiles T0, T01 and T011,
see [11, 16] or [15, Chapter 7]. Obviously our partition of the Rauzy fractal is a
refinement of the classical division, with T0 = ΩSL ∪ ΩML ∪ ΩLL, T01 = ΩLM ,
and T011 = ΩLS .

Thus the domain exchange ρ defined on the Rauzy fractal (see Theorem 7.4.4
in [15]) is just the following:

T0 = ΩSL ∪ ΩML ∪ ΩLL
ρ�→ ΩLS ∪ ΩLM ∪ ΩLL

T01 = ΩLM
ρ�→ ΩML

T011 = ΩLS
ρ�→ ΩSL.

From Proposition 5 one obtains the following result.
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Proposition 6 In the Rauzy fractal we have the following relations

(i) ΩML = ΩLM + α−1 + α−2

(ii) ΩSL = ΩLS + α−1

(iii) ΩLL = αΩLS + 1 = α2ΩLM + α + 1.

Proof (i). Let b′n be in ΩML. Then the β-expansion of bn is of the form w10(000)q.
Using that the word 10(000)q has the same value in base β (or α) as the word
(011)q01.11, we obtain that b′n belongs to ΩLM + α−1 + α−2.

Conversely, let b′p be in ΩLM . Then the β-expansion of bp is of the form v01.
The word v01.11 has same value as v10. If v10 is already in normal form, it is
an element of ΩML. If not, it is of the form u(011)k10, with k maximal, and its
normal form is u10(000)k, thus the result follows.

(ii) The proof is similar.
(iii) It follows easily from (i) and (ii), and from the fact that ΩLL = αΩSL =

α2ΩML. ��

Case 2. Symmetry of order 7: β3 = 2β2 + β − 1
The substitution σβ allows only the following configurations (respectively

Voronoi cells): LL, LS, SL, SM and ML.
Let M1 = 2(01)∗ and M2 = 2(01)∗0. The set M = M1 ∪M2 is the set of

maximal words of each length in the radix order, i.e., the set of prefixes of dβ(1).

Proposition 7 In each of the following assertions (i) and (ii) are equivalent.
For n � 1
6.1 (i) bn is LL; (ii) 〈bn〉β ends in w1 where w /∈ M2.
6.2 (i) bn is LS; (ii) 〈bn〉β ends in a word w ∈ M1.
6.3 (i) bn is SL; (ii) 〈bn〉β ends in w0 where w /∈ M1 or by (0)2q+1, q ∈ N∗.
6.4 (i) bn is SM ; (ii) 〈bn〉β ends in a word w ∈ M2.
6.5 (i) bn is ML; (ii) 〈bn〉β ends in (0)2q+2, q ∈ N.

Proof. It is similar to the proof of Proposition 5. ��
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