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Double-dimers, the Ising model and the
hexahedron recurrence
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Abstract. We define and study a recurrence relation in Z3, called the hexahedron recurrence, which is similar to
the octahedron recurrence (Hirota bilinear difference equation) and cube recurrence (Miwa equation). Like these
examples, solutions to the hexahedron recurrence are partition functions for configurations on a certain graph, and
have a natural interpretation in terms of cluster algebras. We give an explicit correspondence between monomials in
the Laurent expansions arising in the recurrence with certain double-dimer configurations of a graph. We compute
limit shapes for the corresponding double-dimer configurations. The Kashaev difference equation arising in the Ising
model star-triangle relation is a special case of the hexahedron recurrence. In particular this reveals the cluster nature
underlying the Ising model. The above relation allows us to prove a Laurent phenomenon for the Kashaev difference
equation.

Resumé. Nous définissons une relation sur Z3 appellée “hexahedron recurrence”, qui est un cousin des relations
bilinéaires “octaédrale” et “cubique”. Comme ces exemples, ses solutions peuvent être décrits comme fonctions de
partition pour certaines configurations d’arêtes sur un graphe planaire, et ont une interprétation naturelle en termes
de clusters. Nous trouvons une correspondance explicite entre le termes dans les développements de Laurent dans ce
récurrences et certains double-recouvrements par dimères du graphe sous-jacent. On calcule les formes limites.

L’équation de Kashaev paraissant dans l’opération triangle-étoile du modèle d’Ising est un cas spéciale de notre
récurrence. Ce fait révèle la nature “cluster” du modèle d’Ising, et nous permette de montrer la propriété de Laurent
pour l’équation de Kashaev.
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1 Introduction
We study the hexahedron recurrence and its specialization to the Kashaev recurrence. In this introductory
section we review known facts about the related cube and octahedron recurrences and state the main
definitions and results for the hexahedron recurrence.
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A function f : Z3 → C is said to satisfy the octahedron recurrence (or Hirota bilinear difference
equation) if

f(1)f(23) = f(2)f(13) + f(3)f(12) . (1)

Here, f(S) represents f evaluated at the translate of v by the basis vectors in S, e.g., f(12)(v) = f(v +
e1 + e2). This is a specialization to Z3 of a transformation on that replaces a vertex v of a locally finite
graph by a vertex w with slightly different local connections and replaces the value f(v) by f(w) :=
[f(v1)f(v2) + f(v3)f(v4)]/f(v). Such a move is an example of a cluster algebra mutation (Fomin
and Zelevinsky 2002b). The Laurent phenomenon for cluster algebras implies that the new values of f
produced by iterating such moves, which are a fortiori rational functions of the original values, are in
fact Laurent polynomials in those values (Fomin and Zelevinsky 2002a). The octahedron recurrence goes
back to Dodgson (1866) who observed that it was satisfied by subdeterminants and used it as a means of
recursively computing determinants.

The function g : Z3 → C is said to satisfy the cube recurrence (or Miwa equation) if

g(123)g = g(1)g(23) + g(2)g(13) + g(3)g(12). (2)

This recurrence also has its roots in the 19th century. Consider a resistor network containing somewhere in
it a node, v, of degree 3. It was observed by Kennelly (1899) that replacing the three resistors incident to v
by three resistors making pairwise connections between the neighbors of v leaves the effective resistance
of the network unchanged, provided that the new resistances are related to the old resistance via (using a
different parametrization) the cube recurrence.

The main object of study in this paper is the hexahedron recurrence. The quantities related by the
hexahedron recurrence are variables indexed by the vertices and faces of the cubic lattice Z3. Let Z3

1/2

denote the even vertices of 1
2Z

3, that is, those whose coordinates sum to an integer. Each non-integer point
of Z3

1/2 is the center of a square face of the cubic lattice, perpendicular to one of the three coordinate axes.
Let

h, h(x), h(y), h(z):Z3 → C

be four functions on the three-dimensional lattice. We think of h(v) as sitting on the vertex v. Similarly,
h(x)(v) sits on the face center perpendicular to the x-axis having vertices v, v+e2, v+e3 and v+e2 +e3;
the values of h(y)(v) and h(z)(v) are similarly situated at face centers of the other two types. We may
identify these four functions with a single function f on Z3

1/2, where for integers v,

f(v) = h(v), f(v+(0, 1/2, 1/2)) = h(x)(v), f(v+(1/2, 0, 1/2)) = h(y)(v) and f(v+(1/2, 1/2, 0)) = h(z)(v) .

Definition 1 (hexahedron recurrence) We say that four functions h, h(x), h(y) and h(z) satisfy the hex-
ahedron recurrence if the following equations are satisfied for all v ∈ Z3.

h
(x)

(1)h
(x)h = h(x)h(y)h(z) + h(1)h(2)h(3) + hh(1)h(23) (3)

h
(y)

(2)h
(y)h = h(x)h(y)h(z) + h(1)h(2)h(3) + hh(2)h(13) (4)

h
(z)

(3)h
(z)h = h(x)h(y)h(z) + h(1)h(2)h(3) + hh(3)h(12) (5)



Double-dimers and the hexahedron recurrence 143

h(123)h
2h(x)h(y)h(z) =

(
h(x)h(y)h(z)

)2

(6)

+h(x)h(y)h(z) [2h(1)h(2)h(3) + hh(1)h(23) + hh(2)h(13) + hh(3)h(12)

]
+
(
h(1)h(2) + hh(12)

) (
h(1)h(3) + hh(13)

) (
h(2)h(3) + hh(23)

)
. (7)

Here again h(1) = hv+e1 and so on.

Statistical mechanical interpretations
The octahedron recurrence on Z3 expresses fv as a Laurent polynomial in the values fw as w ranges
over variables in a region lying underneath v in an initial plane. This Laurent polynomial is a generating
function for a statistical mechanical ensemble: its monomials are in bijection with perfect matchings of the
Aztec diamond graph, associated with the region in the initial graph lying underneath v (see, e.g., Speyer
2007). Setting the initial indeterminates all equal to one allows us to count perfect matchings; in general
the indeterminates represent multiplicative weights, which we may change in certain natural ways to study
further properties of the ensemble of perfect matchings.

The cube recurrence (2) also has a combinatorial interpretation. Its monomials are in bijection with
cube groves. These were first defined and studied by Carroll and Speyer (2004). In a cube grove, each
edge of a large triangular box in the planar triangular lattice is either present or absent. The allowed con-
figurations are those in which there are no cycles and no islands (thus they are essential spanning forests),
and the connectivity of boundary points has a prescribed form. Both Aztec diamond matchings and cube
groves have limiting shapes. Specifically, as the size of the box goes to infinity, there is a boundary, which
is an algebraic curve, outside of which there is no entropy and inside of which there is positive entropy
per site. The hexahedron recurrence has a statistical mechanical interpretation as well. In Section 2 we
define the double-dimer model on a finite bipartite graph; in Section 4 we prove the following theorem.

Theorem The monomials of the Laurent polynomial hnnn are in bijection with taut double-dimer cov-
erings of the graph Γ(U−3n).

The remainder of the paper is spent investigating the properties of the double-dimer ensemble. In Sec-
tion 5 we analyze the limiting shape under several natural, periodic specifications of the initial varibles.
In Section 6 we find a specialization of the initial variables under which urban renewal becomes the Ising
Y -∆ transformation, which is a transformation of the Ising model changing the interaction strengths in
a different way from how they change under the resistor network Y -∆ transformation, but changing the
graph in exactly the same way.

2 Dimer model
Definitions
Let Γ be a finite bipartite graph with positive edge weights ν : E → R+. A dimer cover or perfect
matching is a collection of edges with the property that every vertex is an endpoint of exactly one edge.
The “dimers” of a dimer cover are the chosen edges (terminology suggesting a collection of bi-atomic
molecules packed into the graph). We let Ωd(Γ) be the set of dimer covers and we define the probability
measure µd on Ωd giving a dimer cover m ∈ Ωd a probability proportional to the product of its edge
weights. A double-dimer configuration is a union of two dimer covers: it is a covering of the graph with
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loops and doubled edges. The double dimer measure µdd is the probability measure defined by taking
the union of two µd-independent dimer covers.

It is convenient to parametrize the measure µd by parameters other than the edge weight function ν.
Given a function A on the faces of a planar bipartite graph, define

νA(e) =
1

A(f)A(g)
, (8)

where f and g are the two faces containing e.

Urban renewal
Certain local rearrangements of Γ preserve the dimer measure µd, see Ciucu (1998). Some are obvious.
For example, given a vertex v of degree 2 (with equal edge weights) one can contract its two edges,
erasing v and merging its two neighbors into one vertex. Another local rearrangement is called urban
renewal. It involves taking a quadrilateral face, call it 0, and adding “legs”. This is shown in Figure 1,
ignoring for the moment the specific values a0, . . . , a4 shown for the pre-weights A(0), . . . , A(4). Let us

a0 a1a2

a3

a4

a0' a1a2

a3

a4

a0
a1a2

a3

a4
a0'

a1a2

a3

a4

Fig. 1: Two versions of urban renewal; the central variable a0 changes from a0 to a5 =
a1a2 + a3a4

a0
.

designate the faces around face 0 by the numbers 1, 3, 2 and 4. Each of these faces gains two new edges.
In the new graph Γ′, there are faces 1′, 2′, 3′ and 4′ each with two more edges than the corresponding face
1, 2, 3, 4. There is a face 0′ which is also square. Each other face f of Γ corresponds to a face f ′ of Γ′

with the same number of edges as f . There are four new neighboring relations among faces: 1′, 2′, 3′ and
4′ are neighbors in cyclic order, in addition to any neighboring relations that may have held before. The
point of urban renewal is to give a corresponding adjustment of the weights that preserves µd. This is
most easily done in terms of the A variables.

Proposition 2 (urban renewal) Suppose 0 is a quadrilateral face of Γ. Let Γ′ be constructed from Γ as
above. Define the new pre-weight function A : F ′ → C by A(f ′) = A(f) if f 6= 0 and

A(0′) :=
A(1)A(2) +A(3)A(4)

A(0)
.

Let µ′ denote the dimer measure on Γ′ with face weights XA′ and µ the dimer measure on Γ with face
weights XA. Then µ and µ′ may be coupled so that the sample pair (m,m′) agrees on every edge other
than the four edges bounding face 0 in Γ and the eight edges touching face 0′ in Γ′. 2

The transformation of (Γ, A) to (Γ′, A′) under urban renewal is, in the language of cluster algebras, a
mutation operation. It follows (Fomin and Zelevinsky 2002a) that that the final variables after any number
of urban renewals are Laurent polynomials in the original variables {A(f) : f ∈ F}.
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Superurban renewal transformation for the dimer model
Figure 2 defines superurban renewal as a sequence of six urban renewals on a planar face-weighted
bipartite graph at a hexagonal face for which with at least one alternating set of neighbors is quadrilateral.

*

*

*

*

*

*

Fig. 2: Superurban renewal: the stars indicate which face undergoes urban renewal

The end result of superurban renewal is the transformation of face-weighted graphs shown in Figure 3.

a0

a1

a2 a3

a4

a5a6

a7

a8 a9

a0
*

a1
*

a2
*a3

*

a4

a5a6

a7

a8 a9

Fig. 3: Result of superurban renewal

Computing the result of the six operations yields the following equations for the four new quantities
a∗0, a

∗
1, a
∗
1 and a∗3 in Figure 3 in terms of the old quantities a0 – a9.

a∗1 =
a1a2a3 + a4a5a6 + a0a4a7

a0a1
(9)

a∗2 =
a1a2a3 + a4a5a6 + a0a5a8

a0a2
(10)

a∗3 =
a1a2a3 + a4a5a6 + a0a6a9

a0a3
(11)

a∗0 =
a21a

2
2a

2
3 + a1a2a3(2a4a5a6 + a0a4a7 + a0a5a8 + a0a6a9) + (a5a6 + a0a7)(a4a5 + a0a9)(a4a6 + a0a8)

a20a1a2a3
.(12)

Because superurban renewal is built from urban renewal, the Laurent property for urban renewal stem-
ming from its cluster algebra representation immediately yields

Proposition 3 (Laurent property for superurban renewal) Under iterated superurban renewal, all new
variables are Laurent polynomials in the original variables. 2

Just as urban renewal is the basis for the octahedron recurrence, we will see that superurban renewal is
the basis for the hexahedron recurrence (see Section 3). In section 6 we show how superurban renewal
specializes to the Y-Delta transformation for the Ising model.
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3 Stepped surfaces and the operation of adding a cube

A stepped solid in R3 is a union U of lattice cubes that is down-
wardly closed (closed under moves in the −x,−y and −z direc-
tions). A stepped surface is the topological boundary of a stepped
solid. Every stepped surface is the union of lattice squares and ev-
ery lattice square has vertex set of the form {v, v + ei, v + ej , v +
ei + ej} for some v ∈ Z3 and some integers 1 ≤ i < j ≤ 3. For
each stepped surface ∂U , the associated graph Γ(U) is obtained
by starting with the planar dual graph and replacing each vertex
by a small quadrilateral. Figure 4 shows the 4-6-12 graph, which
is the graph Γ(U) when U = Z2 is the union of all cubes lying
entirely within the region {(x, y, z) : x+ y + z ≤ 2}.

Fig. 4: The 4-6-12 graph is drawn on the
stepped surface U0 bounding the union
of cubes up to level 2

Proposition 4 (superurban renewal is adding a cube) LetU be a downwardly closed stepped solid with
stepped surface ∂U and associated graph Γ(U). Suppose that (i, j, k) is a point of ∂U which is a local
minimum with respect to the height function i + j + k. Let U+ijk be the union of U with the cube
[i, i+ 1]× [j, j + 1]× [k, k + 1].

1. The face in Γ(U) corresponding to (i, j, k) is a hexagon with alternating neighbors quadrilateral.

2. The graph Γ(U+ijk) is obtained from the graph Γ(U) by superurban renewal at this hexagon.

3. The variables associated with each face of Γ(U) transform under superurban renewal (9)–(12)
according to the hexahedron recurrence (3)–(7), provided we interpret h(i, j, k) = A(i, j, k),
h(x)(i, j, k) = A(i, j + 1/2, k + 1/2) and so forth.

2

We now know that adding a cube to a downwardly closed stepped solid corresponds to superurban
renewal on the associated graph, which corresponds to the use of the hexahedron recurrence to write the
top variable in terms of lower variables.

Let U0 be the union of cubes in the negative orthant. The associated graph Γ(U0) is called the cubic
corner graph and is shown on the left of Figure 5. Let L be the lattice of all downwardly closed subsets
of U0 containing all but finitely many cubes of U0. For each U ∈ L, one may add a finite sequence of
cubes resulting in U0. Therefore, a finite sequence of superurban renewals represents A(0, 0, 0) in terms
of the variables labeling faces and vertices of the stepped surface ∂U that are in the union of the removed
lattice cubes. Denote this set of variables by I = I(U).

Proposition 5 (i) The rational function F representing A(0, 0, 0) in terms of the variables in I is a
Laurent polynomial. (ii) If U ′ ⊆ U in L and the representation of each variable w ∈ I(U) in terms
of variables in I(U ′) is substituted into F , the resulting Laurent polynomial is the representation of
A(0, 0, 0) in terms of variables in I(U ′).
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Fig. 5: The cubic corner graph, before and after removing the top cube

Proof: By Proposition 4, the expression F is obtained by a sequence of superurban renewals. By defini-
tion, each of these is a sequence of six urban renewals, hence part (i) follows from the Laurent property
for urban renewal. Part (ii) is a consequence of the lack of relations among the variables in any stepped
surface. 2

Two classes of examples of stepped surfaces play a role in our combinatorial interpretations of these
formulae. The first are the parallel surfaces Z−n defined to be the set of all lattice cubes lying in the
halfspace x+ y+ z ≤ −n. The associated graph Γ(∂Z−n) is isomorphic to the 4-6-12 graph of Figure 4.
Its labels are precisely I(Z−n) of Z3 at levels −n − 2,−n − 1 and −n together with the half integer
points at level −n − 1. The second are the surfaces U−n defined to be those cubes of U0 lying entirely
within the halfspace {(x, y, z) : x+ y + z ≤ −n}. This solid and its associated graph are illustrated for
n = −1 (only the top cube removed) on the right of Figure 5.

The graphs U−n differ from U0 by finitely many cubes so they are better for recurrences, while the
graphs Z−n are translation invariant so they are better for exhibiting translation invariant formulae. The
hexahedron recurrence imposes no relations on I(−n), hence from the point of view of determining
A(0, 0, 0) as a function of the variables in I(−n), we may use U−n instead, thus guaranteeing a finite
recursion.

We define a double-dimer configuration m0 on the cubic corner graph Γ(U0) as in Figure 6. This
configuration m0 plays the role of our initial configuration. This configuration has the following property.
If we erase a finite piece ofm0, there is a unique way to complete it to a double-dimer configuration which
has the same boundary connections, that is, connections between far-away points. For U ∈ L, we say that
a double-dimer configuration on Γ(U) is taut if it has the same boundary connections as m0, that is, it is
identical to m0 far from the origin and there is a bijection between its bi-infinite paths and those of m0

which is the identity near∞. There are a finite number of taut configurations. See Figure 6 for one such
on Γ(U−1).

4 Main formula
Given a taut dimer configuration m, let c(m) denote the number of loops in m and define c(m; i, j, k) :=
L(i, j, k) − 2 − d(m; i, j, k) where L(i, j, k) is the number of edges in the face (i, j, k) and d(m; i, j, k)
is the number of dimers lying along the face (i, j, k) in the matching m. In the configuration m0, all
quadrilateral faces have 2 dimers and all octagonal faces have 6 dimers, so the only face (i, j, k) with
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a0

a1

a2a3

a4

a5 a6

a7

a8a9

Fig. 6: Left: the initial double-dimer configuration m0; Center: a taut configuration on Γ(U−1); Right: a taut
configuration on Γ(U−12).

c(m0; i, j, k) 6= 0 is the hexagonal face which has 3 dimers and c(m0; 0, 0, 0) = 6− 2− 3 = 1. Any taut
configuration differs from m0 in finitely many places, hence has finitely many variables appearing in it.

Theorem 6 Fix any U ∈ L and let I(U) be the labels of Γ(U). Use the notation m � U to signify
that m is a taut double-dimer configuration on Γ(U). Then the representation of A(0, 0, 0) as a Laurent
polynomial in the variables in I(U) is given by

A(0, 0, 0) =
∑
m� U

2c(m)
∏

(i,j,k)∈I(U)

A(i, j, k)c(m;i,j,k) . (13)

Specializing to U−n and A(i, j, k) = 1 for all i, j, k with −n− 2 ≤ i+ j + k ≤ −n gives the formula

A(0, 0, 0) =
∑

m� U−n

2c(m) .

For example, the middle configuration of Figure 6 has monomial
a24a5a6a7
a0a1a2a3

.

Proof: We induct on U . It is true for U = U2: there is one configuration, m0, with c(m0; i, j, k) = 1 if
i = j = k = 0 and zero otherwise. For the induction, we need to see that the conclusion remains true if
we remove a maximal cube, that is, when we execute a superurban renewal. Checking this for each type
of boundary connection is straightforward. In one instance, the ratio of monomials on the right side and
left side of the equation is

a25a
2−4
1 a2−42 a2−43 a2−44

2a−20 a−11 a−12 a−13 a−14 + a−20 a−21 a−22 a03a
0
4 + a−20 a01a

0
2a
−2
3 a−24

=
a25a

2
0

a1a2a3a4(2 + a3a4
a1a2

+ a1a2
a3a4

)
= 1 .

The other cases are similar. 2

5 Limit shapes
Isotropic solutions
In this section we specialize values of the initial variables in several natural ways and study the behavior
of the resulting ensembles. Let I = I(2) denote the integer vertices (i, j, k) with i + j + k = 0, 1, 2
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together with the half integer vertices with i+ j+k = 1. Say that the function f is isotropic if it depends
only on i + j + k and whether (i, j, k) is integral. If f is isotropic on I then the hexahedron recurrence
extends f to an isotropic function on all of Z3

1/2. Letting An denote the common value on integral points
with i + j + k = n and Bn be the value at nonintegral points with i + j + k = n + 1, it is easy to find
isotropic solutions to the recurrence. The simplest is

An = 3n
2/2, Bn = 2 · 3(n+1)2/2 . (14)

Another interesting solution is obtained by setting the initial variables A0, A1, A2, B0 all equal to 1. This
yields A3 = 14, B1 = 3 and B2 = 14 and leads to the following proposition.

Proposition 7 The number of taut double-dimer configurations of Γ(U−n), weighted by 2c(m), is equal
to

14
n
2 (n

2 +1)+ 1
4 δodd(n) .

2

Recurrence for the derivative
Isotropic initial conditions allow simplification of the formal derivative of the four hexahdron recurrence
equations with respect to a parameter t. Let g(v) denote the formal derivative of log f(v) with respect to a
formal parameter t. Taking the logarithmic derivative of the four recurrence relations and plugging in the
initial conditions (14) gives the linear system

g(123) = −g +
1

3
(g(1) + g(2) + g(3) + g(23) + g(13) + g(12))

and similar equations for g(x)(1) , g
(y)
(2) and g(z)(3) . The first of these equations gives a self-contained recurrence

for the logarithmic derivatives at the integer points. In other words, letting F (x, y, z) =
∑
gi,j,kx

iyjzk,
we see that the solution to the recurrence above with boundary conditions g(0, 0, 0) = 1, g(i, j, k) = 0 for
other points (i, j, k) with i+ j + k ≤ 0 and satisfying the recurrence everywhere except at (−1− 1− 1),
we see that

F (x, y, z) =
G(x, y, z)

H(x, y, z)
=

1

1 + xyz − 1
3 (x+ y + z + xy + xz + yz)

.

This is the same as the recurrence as is satisfied by the cube grove placement probabilities (Petersen and
Speyer 2005). The boundary of the dual cone is known as the “arctic circle”, which is the inscribed circle
in the triangular region {x + y + z = n, x, y, z ≥ 0}. Outside of this, the placement probabilities decay
exponentially while inside the arctic circle they do not. Inside, the limit function is homogeneous of
degree−1 and is asymptotically equal to the inverse of the distance to the arctic circle in the plane normal
to the diagonal direction (Baryshnikov and Pemantle 2011). We can conclude from this that with high
probability, a random configuration from Γn is equal to m0 outside a neighborhood of size o(n) of the
arctic circle and that there is positive local entropy everywhere inside the arctic circle.

Different periodic initial conditions lead to different limiting shapes. As a somewhat generic example,
let A0 = 1, B0 = 1, A1 = 2, A2 = 3. The resulting linear system is more complicated but may be solved
and yields a recursion with characteristic polynomial

H = 63x2y2z2−62(x2yz+xy2z+xyz2)−(x2y2+x2z2+y2z2)+62(xy+xz+yz)+(x2+y2+z2)−63 .
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The generating function F (x, y, z) =
∑
i,j,k g(i, j, k)xiyjzk is a rational function with denominator H .

Asymptotics for g(i, j, k) may be computed from the generating functions by the methods of Baryshnikov
and Pemantle (2011). We briefly sketch the computation.

Step one is to compute the leading homogeneous part H of H at (1, 1, 1), namely the terms of lowest
degree in the Taylor expansion there. In this case H is the symmetric function

H = 62(x2y + xy2 + x2z + y2z + xz2 + yz2) + 132xyz .

The arctic boundary is the algebraic dual of this cubic curve, which may be computed by setting z =
ax+ by and setting ∂H/∂x = ∂H/∂y = 0, yielding

P
∗
(a, b) = 923521 + 5125974 ba− 3044572 ab

2 − 2085370 ab
5 − 3044572 b

3
a− 3044572 a

2
b+ 45167 a

2
b
4

+5125974 b
4
a+ 6191514 a

2
b
2
+ 2233364 b

3
a
3
+ 45167 a

4
b
2 − 3044572 a

2
b
3 − 2085370 a

5
b

−3044572 a3b+ 5125974 a
4
b− 3044572 b

2
a
3 − 2085370 a− 2085370 b+ 45167 a

2
+ 45167 b

2

+45167 b
4
+ 2233364 b

3
+ 2233364 a

3 − 2085370 b
5
+ 45167 a

4 − 2085370 a
5
+ 923521 b

6
+ 923521 a

6
.

The arctic boundary is shown in Figure 7 after the change to barycentric
coordinates α = a/(1− a− b), β = b/(1− a− b).
The meaning of this curve is that it represents the regions of sub-
exponential decay of coefficients of the generating function: the tri-
angle represents the set of directions in the positive orthant in Z3; a
direction (α, β, γ) outside or on the arctic curve means that the coeffi-
cientGbnαc,bnβc,bnγc decays exponentially fast with n. The coefficients
within the “temperate region” decay polynomially. The coefficients in
the facet region near the center decay exponentially towards a constant
nonzero value.

H1,0,0L H0,1,0L

H0,0,1L

Fig. 7: The arctic boundary is a
degree-6 curve.

The case for general initial conditionsA0, A1, A2, B0 is not much different. Dividing out by a constant,
the leading homogeneous term of the characteristic polynomial is in general given by

H = x2y + xy2 + x2z + y2z + xz2 + yz2 + λxyz

with λ ∈ (2, 3]. This is irreducible for λ in the open interval (2, 3). The picture varies continuously with
λ. When λ = 3, which corresponds to the initial conditions (14), the outer curve is the inscribed circle
and the facet has shrunk to a point; in fact H factors in this case and is the same as the characteristic
polynomial for cube groves. As λ approaches 2, the outer curve approaches an inscribed triangle and the
facet expands to fill up the entire temperate region. The limiting characteristic polynomial at λ = 2 is the
product (x+ y)(x+ z)(y + z) of linear factors but is not attained by any initial conditions.

6 Ising model, the Ising-Y-Delta move, and Kashev’s equation
In this section we will show how the Ising-Y-Delta move for the Ising model is a special case of the
hexahedron recurrence. We begin by recalling the definition of the Ising model. Let G = (V,E) be a
finite graph with c : E → R+ a positive weight function on edges. The Ising model is a probability
measure µ on the configuration space Ω = {±1}V . A configuration of spins σ ∈ Ω has probability

µ(σ) =
1

Z

∏
e={v,v′}∈E

c(e)(1+σ(v)σ(v
′))/2, (15)



Double-dimers and the hexahedron recurrence 151

where the product is over all edges in E and the partition function Z is the sum of the unweighted proba-
bilities

∏
c(e)(1+σ(v)σ(v

′))/2 over all configurations σ. In other words, the probability of a configuration
is proportional to the product of the edge weights of those edges where the spins are equal. The Ising
model originated as a thermodynamical ensemble with energy function H(σ) = −

∑
e σ(v)σ(v′)J(e):

take J(e) = (T/2) log c(e) where T is Boltzmann’s constant times the temperature.
The Ising-Y-Delta move on the weighted graph G = (V,E, c) transforms the graph the same way as

does the Y-Delta move for electrical networks but transforms the edge weights differently. The transfor-
mation is depicted in Figure 8. Its key property is preservation of the associated measure.

=a

b

c

A

C

B

A =

√
(abc+ 1)(a+ bc)

(b+ ac)(c+ ab)
(16)

B =

√
(abc+ 1)(b+ ac)

(a+ bc)(c+ ab)
(17)

C =

√
(abc+ 1)(c+ ab)

(a+ bc)(b+ ac)
. (18)

Fig. 8: The Y-Delta move.

When placed on a lattice, these relations have an interpretation as a recurrence for stepped surfaces.
Previously we associated a graph Γ(U) with each stepped surface ∂U ; now we associate a planar graph
Υ(U). The vertices of Υ(U) are taken to be the even vertices of ∂U and the edges of Υ(U) are the
digaonals of the faces of ∂U whose endpoints are even. If f : Zd → R+ is a positive function, define
edge weight w(e) on an edge e of Υ(U) to be the positive solution to (w − 1/w)2/4 = b where b =
f(v)f(v′)/(f(u)f(u′)), where e = {v, v′} and where u and u′ are the other two vertices of the face of
∂U on which e lies. The following lemma is known as Kashaev’s difference equation.

Lemma 8 (Kashaev (1996)) Let U ⊆ U ′ be stepped solids differing by a single cube.

1. The graph Υ(U ′) differs from Υ(U) by a Y-Delta move: Y to Delta if the bottom vertex of the added
cube was even and Delta to Y otherwise.

2. If e is a weight function on the edges of Υ(U), extended by the Ising-Y-Delta relations to the edges
of Υ(U ′), and if f is a function on the vertices of Zd inducing e on the edges of Υ(U) and Υ(U ′)
then at the eight vertices of the added cube, f satisfies the relations

f2f2(123) + f2(1)f
2
(23) + f2(2)f

2
(13) + f2(3)f

2
(12) − 2f(1)f(2)f(23)f(13) (19)

−2f(1)f(3)f(23)f(12) − 2f(3)f(2)f(12)f(13) − 2ff(123)(f(1)f(23)

+f(2)f(13) + f(3)f(12))− 4ff(23)f(13)f(12) − 4f(123)f(1)f(2)f(3) = 0 .

2

Kashaev’s equation for f : Z3 → C may be embedded in the hexahedron recurrence by extending f to
Z3
1/2 as follows.
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Proposition 9 Suppose f : Z3
1/2 → C satisfies the following relation for integer (i, j, k):

f(i+ 1/2, j + 1/2, k)2 = f(i, j, k)f(i+ 1, j + 1, k) + f(i, j + 1, k)f(i+ 1, j, k)

f(i+ 1/2, j, k + 1/2)2 = f(i, j, k)f(i+ 1, j, k + 1) + f(i, j, k + 1)f(i+ 1, j, k)

f(i, j + 1/2, k + 1/2)2 = f(i, j, k)f(i, j + 1, k + 1) + f(i, j, k + 1)f(i, j + 1, k) .

Then f satisfies Kashaev’s relation (19) at integer points if and only if f satisfies the hexahedron rela-
tions (3)–(7), where as usual we interpret h = f , h(x) = f(0,1/2,1/2), and so forth. 2

Specializing the hexahedron recurrence creates redundancy, which may be exploited to produce simpler
forms of the hexahedron/Kashaev recurrence. The following result may be proved.

Theorem 10 Let X(v) := f
(x)
(v) , Y (v) := f

(y)
(v) , and Z(v) := f

(z)
(v) . Then fi,j,k may be written as a

Laurent polynomial in the initial variables {fi,j,k}0≤i+j+k≤2 and {Xi,j,k, Yi,j,k, Zi,j,k}i+j+k=0 with the
X,Y, Z variables appearing only with power 0 or 1. 2

Open question What are the natural combinatorial structures counted by fi,j,k?
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