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Random Sequences

Let us consider / = [0,1]9. A random sequence xi, xo, ... € | is
called uniformly distributed if limy_,o Dn(J) = 0 for any interval
J=T1%,[a:, bi) (0 < a; < b; <1). Here

Dn(J) = %#{n <N:x,eJ}—1J||,

where |J| is the Lebesgue measure of J.
The discrepancy Dy is defined by

DN = sup DN(J),
J

where sup is taken over all the intervals J. When we restrict
intervals only for J = Hf’zl[O, b;), we call it *—discrepancy and
denote it by Djy,. There exists a constant C. such that

Di, < Dy < C,Dj.

Thus there exists no difference of meaning in both discrepancy.



low Discrepancy Sequence
A random sequence xi, xp, ... € | is called of low discrepancy if
there exists a constant C > 0 such that

d
Dy < c o8N

It is proved for d = 1,2

DN>0<(IOgN)d>,

N

and is expected the above inequality holds even for d > 3. Namely,
the low discrepancy sequence will be the best uniformly distributed
sequence. Thus this is the best sequence to approximate an
integration numerically

1N
— fx,,w/fdx
an_:l() /

by quasi Monte Carlo method.



Dynamical System

We consider a transformation F on / whcih is expanding:

¢ =lim mffessmf log |[DF"(x)| > 0,

n—oo N

and has the invariant measure absolutely continuous to the
Lebesgue measure.

Let A be a finite set of symbols and a subinterval (a) C /
corresponds to each a € A.

Example; S-transformation (d =1, 5> 1)

) Bx XE[O,%),
Fl = {5x ~1 xe[b1.

(0)=10,%) (1) =[5,1] and A= {0, 1}.



Words

For a finite sequence of symbols a1 - - - a, (a; € A) is called a word
and define

> |w=n,
- (w) = (s F*{ais),

» if (w) # (), then w is called admissible, and W expresses the
set of admissible words,

» we consider an empty word €, and define (¢) = /.



van der Corput Sequence

For a word w and a point x € I, we define wx such that
FI"l(wx) = x if it exists,
We give an order to the alphabet .4, and we define for words
w=a;y---a,and w = by - by, we define wx < w'x, if both
points exist,

L |w| < |w/|,

2. |w| = |w/| and there exists k such that

a1t anp = bk+1 - bp, and ax < by.

We arrange all wx (w € W) in the above order, and we call this
sequence the van der Corput sequence generated by the dynamical
system.



Original van der Corput sequence

Let F(x) =2x (mod 1), and A ={0,1}. Then
x, 0x, 1x,00x, 10x, 01x, 11x,000x, 100x, 010x, 110x,001x, 101x, 010x, . ..

is our van der Corput sequence. The original sequence is x = %
and their binary expansions of points are

0.1,0.01,0.11,0.001,0.101,0.011,0.111,0.0001, 0.1001, 0.0101, 0.1101, ...
which is the reversed sequence of
1,10,11,100,101,110,111,1000, 1001, 1010, 1100, ...,

and add 0.



Perron—Frobenius operator

For a transformation F: | — [,we define the Perron—Frobenius
operator by

Pf(x) = > fly)|DF(y)|™
y: F(y)=x
= > f(ax)|DF(ax)|".

acA

P is an operator on L1 but, in 1-dimensional cases, we restrict it
to the set of functions with bounded variation BV



essential spectrum

1-dimensional cases: 3 = ef.




spectra of the Perron—Frobenius operator

» 1 is an eigenvalue and the dimension of eigenspace equals the
number of ergodic components,

» If 1 is simple eigenvalue, then its eigenfuntion corresponds to
the density function Z—)’f of the dynamical system,

> If there exists no eigenvalues modulus 1 except 1, then the
dynamical system is mixing,

> the second greatest eigenvalue expresses the decay rate of
correlation:

/f(x)g(F”x) dx — /f(x) dx/gd,u,, (f € BV,g € L)



Markov cases
Let 8 = 1+‘[ and

F(x) = 8x (mod 1),
(0) =[0,%).(1) = [5,1], and A = {0,1}.

s?(z,x) = (I —zP)~ ZZ”P” (x) (ac A

Then

Sz, x) = —|—ZZZ’1P” Zl

acA
= 1<>()+26 (°(ZX)+S(ZX))

st(z,x) = —I—ZZZ"P” Zl

acA
= Lg(x )+25 150(2,><)



Renewal equation

Let

Then

(G - (e oo

Moreover, we get



Theorem

We can generalize the above results to general piecewise linear
cases, and get

Theorem. The reciprocals of the solutions of det(/ — ®(z)) =0
is the eigenvalues in {z: |z| > e¢}.

Even for higher dimensional cases, we can prove similar results.



Spectra and Discrepancy

When |DF| = 8 (constant), then

Pf(x)=8"" > f(wx).

|w|=n

Thus for an indicator function 1,
P"1(x) = 7" x #{wx € J}.

Thus by the spectra of the Perron—Frobenius operator determine
the discrepancy of the van der Corput sequences.



1-dimensional cases

Assume that det(/ — ®(z)) = 0 has no solution in the annulus
{% < |z| < 1} except 1, then the discrepancy of the van der
Corput sequence equals

(Iog N)k+1
N

where k is the number of endpoints which is not Markov.



higher dimension

For a function f € L! and 0 < r < 1, we define a norm

1Fllr=inf) " > |Culr",

FIZ]. ‘W|:n

where inf is taken over all decomposition f =Y C, 1/, .
We define a space B the set of functions f for which ||f||, < oo for
any 0 < r < 1.

In 1-dimensional case, this space is a slight extension of the set of
functions with bounded variation.



Prime Field

Now we consider the prime field [Fo of characteristic 2, and the
irreducible polynomial

B2+B+1=0 overFo.

A is an additive group generated by 1 and 3. We identify 0 to
(0,0), 1 to (1,0) and B to (0,1). then v = 1+ 3 = 32 is identified
with (1,1).



Another type of Words

We also consider a set of words with this alphabet, and denote it
by W.




Matrix U

To determine F, we introduce an infinite dimensional matrix U of

the form U = (u,0u,00u,03u,...), where u is an infinite
dimensional vector and the transpose of the vector 0Xu is given by

0
up :
0
u=|u|, 0ku =
uy
uz
vy 0 O
ur ux 0

uz u2 U



Let U"1FU be a shift operator, that is,

U'FU =

o O o

1
0
0

o = O
= O O

We will determine the components of v inductively. To make the
notations simple, even when we restrict U and F and so on to
finite dimensions, we use the same notations. Note that

U-l  U-lFkU TR
luloe —5" ey —— 0k,

where for ¢ < k, 0ty is the zero vector.



Kernel

Thus the kernel of F¥ is generated by u,0u, ..., 0 1u. When we

consider FX, we restrict the vector space to 2k dimension, thus we
need to construct vector u such that all the 2k dimensional vectors
which belong to the restriction of the subspace generated by

u,0u,...,0k 1y contain both 1 and 3. Note also for any vector x
Fk(0kx) = x.



Definition of u

When k = 1, we put
(U1> (1>
us ﬁ ’

Thus the kernel of F from A2 to A are

o) G) 6 0

and they contain both 1 and .



Kernel, length=2




We can continue the procedure and get

=
I
=T

and the kernel F? are 16 vectors generated by

Do -
o+ O



Kernel, length=4

N

rl




We can continue the procedure and get

T OO0 OO0 O W




Matrix U

cooOoO - Moo -
OO0 Yoo o -
O YoM o oo -

OO oMM ooo X -

I
)



From this theorem, we can prove all the indicator functions of
rectangular belong to B, that is, the space B is rich enough.
Moreover, we can calculate the spectra of the Perron—Frobenius
operator restricted to this space, and get the essential spectrum
radius equals 1, and there exists no eigenvalues in |z| > % except 1
which is simple. Therefore, the dynamical system is mixing and the
decay rate of correlation equals %.



rectangular




1st approximation




2nd approximation




3rd approximation




Number of rectangles

There exists two types of rectangles:
» first type(strip) generates one first type.

» second type(rectangle) generates two first types and one

second type.
10
M= <2 1).

Let
Then the number of rectangles in n—th approximation is at most
of order

M" ~ n.

This shows the indicator function of any rectangle belongs to B.



3—dimensional transformation

For three dimensional cases, we consider
B+p+1=0.

In 2—dimensional case, we can determine a matrix U by one vector
u. However, in 3—dimensional cases, U = (uj;) has a fractal
structure.

We consider

Wi ={w = (wi,wo,w3): wi,wo, w3 € Wy, |wj| =0 (mod 3)},

and define |w| = laltlwltivl

We want to construct F such that for all w € Ws
Flwl. (w) — 1

is 1 to 1 and onto.



Let
1 1 1
32 B 38

X
Then a matrix (ABC) has inverse (Y) ,where
V4

X=(1,6%8), Y=18+0805%, Z=(1,8,8+5.



We define U as

5 5 R I 4



Rule to determine U

b Ui—1j-1+0jj-1 (mod 2) j=0,2 (mod 3),
J LNI,'_1J_1 j: 1 (mod 3)









Then its inverse can be expressed as

B



Rule to determine inverse matrix

- V,',ld' + \7,'.J'+1 (mod 2) j=0,2 (mod 3),
v Vi—lJ—l j: 1 (mod 3)









Kernel, F?: {1}3




Kernel, F3: {1}3 =+ A

il




Kernel, F: {1,5}2% A?




As in 2 dimensional case, there exists 3 types of cubes.
» first type (face) generates one first type.
» second type(stick) generates 2 first types and one second type.

» third type(cube) generates 3 first types, 3 second types and
one third type.

Let

Thus, the number of cubes to approximate any cube, its order is
M" ~ n?

This shows any indicator of any cube belongs to B.



Cantor carpet




A is generated by 1 and § mod 3

-1+ B 1+5

-1-p - 1-p




First we construct U from F(x) = 3x (mod 1) just in the same
way as before with the irreducible polynomial

52 +1=0onFs.

The essential spectrum radius of this dynamical system equals 971,
and we can construct low discrepancy sequences.

We want to remake this transformation to the dynamical system
on the cantor carpet.



We denote by v the Hausdorff measure on the cantor carpet. Then
the Perron—Frobenius operator defined by

/ PF(x) g(x) dv = / £(x) g(F(x)) dv

satisfies

Pf(x)=> f(ax)8".

acA



Construction of F": C — C
Let Ag = A\{0}. For a m—dimensional vector u € AJ' (m > n),
we consider (Fp,)"(u) € A™~". Then
> if (Fm)"(u) € A7™", then u’ = u.
» Otherwise, let i be the smallest i such that ((Fp,)"(u)); =0,

then
Ul _ Uj J 7& n + i7
Polo j=n+i,
and if (Fn)"(u!) € AT™", we define u’ = ul.

» We have made u* but still (Fn,)"(u¥) & AJ", we again do
the same procedure as above, and define uk*t, and if
(Fm)"(u**1) € AJ™", we define u’ = uk*1. Otherwise, we
continue the same procedure.

Now for ajax--- (aj € Ap), we define

Fr(ajaz---)= lim (Fp)"(a1---am) = lim (Fm)"((a1---am)’).

m—0o0 m—o0



F and F on (3)

RIERES
F F
1 | -1+8] -1-8 1 | -148| —1-8
0 B8 -8 3 |undefined| -5
1 1+8 | 1-5 1 1+8 | 1-5




From the construction, for a square (w) corresponding to a word
with length n F" maps (w) to | one to one and onto.
For J = (w1) x (wo) such that |wi| = k and |wo| = —k + 2n, we
consider squares inside J with length k. There exists 2n — 2k such
words, and F"(J) = /.
We divide it into two types
» w € Ay, if whas no zero, and w € AZ if the number of 0 in
Fk+n((w)) equals i.
» w € By, if there exists 0 in w, and w € Bj’m if the number of
0 in w equals / and the number of 0 in FK*¥7({w)) equals m.



The worst case:J(a word with length n) consists words only of type
Aj. Then

sJ(z,x) = isz,:-mlJ(x)
m=0
= sz Z 1y(wx)8™""
m=0 |w|=m



Second Term

n
The Second Term = z"87" szS_k (Z) s'(z,x).
k=0
= z"87"(1+ z871)"s/(z,x).
Especially,
sl(z,x) =1+ 2871 x 85/(2,x) = 1 4 z5'(z, x).

Thus for a rectangular J with length n, the main term equals

J nqQ—n —1\n
s'(z,x) =2"8""(1+2z87") T



o0
22"87"(1 +2871)" x n
n=0

has the minimal singularity at _1%‘/5 X 8 < 8. Thus the
discrepancy of the random number generated by this dynamical
system is not of low discrepancy.



Triangle




Words with Length 2
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