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ABSTRACT

We report preliminary results on our attempt to devise a type theory to describe the detailed behaviour of web services and relate them. Our goal is to devise a type system that is as much minimal and language neutral as possible. We outline the possible practical impact of such a work, and the perspectives of future research it opens.

1. INTRODUCTION

The recent trend in Web Services is fostering a computing scenario where clients must be able to search at run-time services that provide some given capabilities. This scenario requires web-services to publish their capabilities in some known repository and the availability of powerful search operations for capabilities. Possible capabilities that one would like to search concern the format of the exchanged messages, and the protocol—or contract—required to interact successfully with the service.

The Web Service Description Language (wsdl) [10, 9, 8] provides a standardised technology for describing the interface exposed by a service. Such a description includes the service location, the format (or schema) of the exchanged messages, the transfer mechanism to be used (i.e. SOAP-RPC, or others), and the contract. In wsdl, contracts are basically limited to one-way (asynchronous) and request/response (synchronous) interactions. The Web Service Conversation Language (wscl) [1] extends wsdl contracts by allowing the description of arbitrary, possibly cyclic sequences of exchanged messages between communicating parties.

Both wsdl and wscl documents can be published in repositories [2, 11] so that they can be searched and queried. However, this immediately poses an issue related to the compatibility between different published contracts. It is necessary to define precise notions of contract similarity and compatibility and use them to perform service discovery in the same way as, say, type isomorphisms are used to perform library searches [19, 12]. Unfortunately, neither wsdl nor wscl can effectively define these notions, for the very simple reason that they do not provide any formal characterisation of their contract languages. This calls for a mathematical foundation of contracts and the formal relationship between clients and contracts.

Along the lines of [6] we describe contracts by a simple ccsl-like syntax consisting of just three constructors: sequencing, denoted by a dot, and two infix choice operators \( \oplus \) representing the external choice (the interacting part decides which one of alternative conversations to carry on); \( \boxplus \) representing the internal choice (the choice is not left to the interacting part). Thus \( a.\sigma \) is the contract of services that perform an action \( a \) and then implement the contract \( \sigma \). \( \sigma_1 \oplus \sigma_2 \) is the contract of services that may decide to implement either \( \sigma_1 \) or \( \sigma_2 \), while \( \sigma_1 + \sigma_2 \) is the contract of services that according to their client’s choice, will implement either \( \sigma_1 \) or \( \sigma_2 \).

Following ccsl notation, actions are either write or read actions, the former being topped by a bar, and one being the co-action of the other. As a matter of fact, contracts are behavioural types of processes that do not manifest internal moves and the parallel structure. They are acceptance trees in Hennessy’s terminology [15, 16].

Contracts are then to be used to ensure that interactions between clients and servers will always succeed. Intuitively, this happens if whenever a server offers some set of actions, the client either synchronises with one of them (that is, it performs the corresponding co-action) or it terminates. The server contract will then allow us to determine the set of clients that comply with it, that is that will successfully terminate any session of interaction with the server.

A first issue that immediately arises is the one of contract equivalence. For instance for it is clear that if a server implements the contract \( \overline{\pi}\pi (\overline{b} \oplus \overline{c}) \), then it also implements \( \pi\overline{\pi} \oplus \pi\overline{\pi} \) and viceversa: writing \( a \) and then deciding to write either \( b \) or \( c \) is equivalent to deciding to write either \( a \) and then \( b \) or \( c \) and then \( b \) or \( c \). So if a client is looking for a service that implements the former contract, then the search engine must return all services that registered themselves as implementing the latter.

Of course the client will probably be satisfied to interact with services that offer more than what the searched contract specifies; for instance services that propose the client to choose further interactions (e.g. \( \sigma_1 + (\pi(b \oplus \overline{c}) + \sigma_2) \)) or that propose longer interaction patterns (e.g. \( \pi(b \circ d \oplus \overline{c}) \)) would fit the task since every client that successfully terminates with services implementing \( \pi(b \oplus \overline{c}) \) will also do so with services that implement the latter contracts. This brings a second and more critical issue of defining a subcon-
Intuitively we want to define an order relation on contracts \( \sigma_1 \preceq \sigma_2 \) such that every client complying with services implementing \( \sigma_1 \) will also comply with services of contract \( \sigma_2 \). For instance, we expect \( \mathfrak{p} \uplus \mathfrak{b}.c \preceq \mathfrak{p} \), since every client that terminates with a service that may offer either \( \mathfrak{p} \) or \( \mathfrak{b}.c \) will also terminate with a service that offers only \( \mathfrak{p} \). Similarly, \( \mathfrak{p} \preceq \mathfrak{p} + \mathfrak{b}.d \) since a client that terminates with services that implement \( \mathfrak{p} \) will also terminate with services that leave the client the choice between \( \mathfrak{p} \) and \( \mathfrak{b}.d \).

However these last two examples show the main problem of this intuition: it is easy to see that a client that complies with \( \mathfrak{p} \uplus \mathfrak{b}.c \) does not necessary comply with \( \mathfrak{p} + \mathfrak{b}.d \): if client and server synchronise on \( b \) then the client will block trying to write \( c \) while the server expects to read \( d \). Therefore under this interpretation \( \preceq \) looks as being not transitive:

\[
\mathfrak{p} \uplus \mathfrak{b}.c \preceq \mathfrak{p} \land \mathfrak{p} \preceq \mathfrak{p} + \mathfrak{b}.d \nRightarrow \mathfrak{p} \uplus \mathfrak{b}.c \preceq \mathfrak{p} + \mathfrak{b}.d.
\]

This problem can be solved by resorting to the theory of explicit coercions [4]. More in details, the problem of this approach, which is the one proposed in [6], is that servers are used carelessly “as they are”. Note indeed that what we are doing here is to use a server of “type” \( \mathfrak{p} + \mathfrak{b}.d \) where a server of type \( \mathfrak{p} \uplus \mathfrak{b}.c \) is expected. The knowledgeable reader will have recognised that we are using \( \preceq \) as an inverse subtyping relation for servers. If we denote by \( \triangleright \) the subtyping relation for servers, then \( \mathfrak{p} \uplus \mathfrak{b}.c \triangleright \mathfrak{p} + \mathfrak{b}.d \) and so what we implicitly did is to apply subsumption [5] and consider that a server that has type \( \mathfrak{p} + \mathfrak{b}.d \) has also type \( \mathfrak{p} \uplus \mathfrak{b}.c \). The problem is not that \( \preceq \) (or, equivalently, \( \triangleright \)) is not transitive. The problem is the use of subsumption which corresponds to the use of implicit coercions. Coercions are functions that embed objects of a smaller type into a larger type, and that are characterised by the fact that when they are applied to objects of the larger type, their type erasures are the identity function. For instance it is well known that for record types one has \( (a:s) \triangleright (a:s;bt) \). This is so because the coercion function \( c = \lambda x.(a_x;bt) \{ a = x.a \} \) embeds values of the smaller type into the larger one. In order to use a term of type \( (a:s;bt) \) where one of type \( a:s \) is expected we first have to embed it in the right type by the coercion function \( c \) above, which erases (masks/shields) the \( b \) field so that it cannot interfere with the computation. Most programming languages do not require the programmer to write coercions, either because they do not have any actual effect (as in the case of \( c \) since the type system already ensures that the \( b \) field will never be used) or because they are inserted by the compiler (as when converting an integer into the corresponding float). In this case we speak of implicit coercions. However some programming languages (e.g. OCaml) resort to explicit coercions because they have a visible effect and, for instance, they cannot be inferred by the compiler.

Coercions for contracts have an observable effect, therefore we develop their meta-theory in term of explicit coercions. However, coercions can be inferred so they can be kept implicit in the language and automatically inserted at static time. Coming back to our example, the embedding of a server of type \( \mathfrak{p} \) into \( \mathfrak{p} \uplus \mathfrak{b}.c \) is the identity, since we do not have to mask/shield any action of a server of the former type in order to use it in a context where a server of the latter type is expected. On the contrary, to embed a server of type \( \mathfrak{p} + \mathfrak{b}.d \) into \( \mathfrak{p} \) we have to mask (at least) the \( b \) action of the server. So in order to use it in a context that expects a \( \mathfrak{p} \) server we apply to it a filter that will block all \( b \) messages. Transitivity being a logical cut, the coercion from \( \mathfrak{p} + \mathfrak{b}.d \) to \( \mathfrak{p} \uplus \mathfrak{b}.c \) is the composition of the two coercions, that is the filter that blocks \( b \) messages. So if we have a client that complies with \( \mathfrak{p} \uplus \mathfrak{b}.c \), then it can be used with a server that implements \( \mathfrak{p} + \mathfrak{b}.d \) by applying to this server the filter that blocks its \( b \) messages. This filter will make the previous problematic synchronisation on \( b \) impossible, so the client can do nothing but terminate.

Two observations to conclude this brief overview. First, the fact that we apply filters to servers rather than to clients is just a presentational convenience: the same effect as applying to a server a filter that blocks some actions can be obtained by applying to the client the filter that blocks the corresponding co-actions. Second, filters must be more fine grained in blocking actions than restriction operators as defined for CCS or \( \pi \). These are “permanent” blocks, while filters are required to be able to modulate blocks along the computation. For instance the filter that embeds \( (a.(a + b)) + b.c \) into \( a.b \) must block \( b \) only at the first step of the reduction and \( a \) only at the second step of the reduction.

**Overview**

In the rest of the work we will formally define our contract language and characterise the subcontract relation in terms of explicit coercion functions (filters). We start by presenting the syntax of our contracts (§2.1), show how to use it to express WSDL and WSCl descriptions (§2.2), and define their semantics (§2.3). We then characterise the set of all clients that are strongly compliant with a service—that is, clients that successfully complete every direct interaction session with the service—and argue that subcontract relations whose definitions are naively based on strong compliance are either too strict or suffer the aforementioned problem of transitivity (§2.4). We argue that subcontracting should not be defined on all possible interactions, but focus only on interactions based on actions that a client expects from the services: all the other possible actions should not interfere with the interaction. We formalise this concept by giving a coinductive definition of a subcontract relation that focuses on this kind of actions, we study its properties and describe the relation with the most preorder and the naively defined relations we introduced (§3.1). The non-interference of unexpected actions is ensured by coercion functions—that we dub filters—that, by shielding the actions at issue, embed a service in the “world” of its expected client. We prove that our subcontract relation can be expressed in terms of filters and must preorder and deduce the corresponding weak compliance relation between client and services: a client is weakly compliant with a service if there exists a filter that makes it strongly compliant with it (§3.2).

After having studied different characterisations of weak compliance we state the soundness of contracts, namely that a client that is weakly compliant with a service via a given filter will successfully terminate every interaction with the service mediated by the filter (§3.3).
Related work

The two works that are more closely related to this are by Carpineti et al. [6] and by Gay and Hole [14]. Carpineti et al. is the starting point of our work. There, the syntax of contracts was introduced but subcontracting essentially stopped at the problem of transitivity. In that work compliance is essentially a syntactic notion and the work lacked semantic characterisations of contracts. Gay and Hole’s approach is a completely independent work in which session types are introduced for a variant of the π-calculus. Despite the patent differences, this work it is quite close to the work of Carpineti et al. insofar as it suffers of the same transitivity problem. The transitivity problem is solved by Gay and Hole at language level, by tailoring the language of processes so as to make impossible the critical case that make transitivity fail. Our approach is more general in that transitivity of subtyping (subcontracting) is directly defined on types, without resorting to a specific process calculus. Our soundness result is stated for a generic process calculus provided that the processes of this calculus can be typed by contracts: this requires lightweight conditions, essentially the satisfaction of subject reduction and the correspondence between the observable behaviour of a process and its contract.

2. CONTRACTS

2.1 Syntax

Let $\mathcal{N}$ be a set of names, we define $\Sigma$ to be the set of contracts generated by the following grammar.

$$
\alpha ::= a | \vec{a} \\
\sigma ::= 0 | \alpha.\sigma | \sigma + \sigma | \sigma \oplus \sigma
$$

2.2 Examples

In this section we relate our contract language to existing technologies for specifying service protocols.

2.2.1 Message exchange patterns in WSDL

The Web Service Description Language (WSDL) Version 1.1 [10] permits to describe and publish abstract and concrete descriptions of Web services. Such descriptions include the schema [13] of messages exchanged between client and server, the name and type of operations that the service exposes, as well as the locations (URLs) where the service can be contacted. In addition, it defines four interaction patterns determining the order and direction of exchanged messages. For instance, the request-response pattern is used to describe a synchronous operation where the client issues a request and subsequently receives a response from the service.

The second version of WSDL [3, 8, 9] allows users to agree on message exchange patterns (MEPs) by specifying in the required pattern attribute of operation elements an absolute URI that identifies the MEP. It is important to notice that these URIs act as global identifiers (their content is not important) for MEPS, whose semantics is usually given in plain English. In particular, WSDL 2.0 [8] predefines four message exchange patterns (each pattern being uniquely identified by a different URI) for describing services where the interaction is initiated by clients. Let us shortly discuss how the informal plain English semantics of these patterns can be formally defined in our contract language. Consider the (simplified) WSDL 2.0 fragment which defines four operations named A, B, C, and D. The first two operations are asynchronous by accepting only an incoming message labeled In. The last two operations are synchronous by accepting an incoming message labeled In and replying with a message labeled Out. In the B operation a fault message can occur after the input. The C operation always produces an output message (see in-out in its pattern attribute), unless a fault occurs. In the D operation the reply is optional, as stated by the in-opt-out exchange pattern attribute, and again it may fail with Fault.

We can encode the contract of the pattern of the A operation in our contract language as InOnly $= \text{In.End}$, that is an input action representing the client’s request followed by a message End that is sent from the service to notify the client that the interaction has completed.\footnote{This is just some extra piece of information that the server sends to the client. It signals server’s successful termination and it is not related to the success of the whole client/server interaction which is defined by client’s termination.}

The B operation can be encoded as

$$\text{robustInOnly} = \text{In.(End} \oplus \text{Fault.End)}$$

where after the client’s request, the interaction may follow two paths, representing successful and faulty computations respectively. In the former case the end of the interaction is immediately signaled to the client. In the latter case a message Fault is sent to the client, followed by End. The use of the internal choice for combining the two paths states that it is the service that decides whether the interaction is successful or not. This means that a client compliant with this service can either stop after the request or it must be able to handle both the End and Fault messages: the omission of handling, say, Fault would result into an uncaught exception.

The need for an explicit End message to signal a terminated interaction is not immediately evident. In principle, the optional fault message could have been encoded as In.(0 $\oplus$ Fault). A client compliant with this service should be able to receive and handle the Fault message, but it must also be able to complete the interaction without further communication from the service. The point is that the client cannot distinguish a completed interaction where the service has internally decided to behave like 0 from an interaction where the service has internally decided to behave like Fault, but is taking a long time to respond. By providing an explicit End message signaling a completed interaction, the service tells the client not to wait for further messages. By
this reasoning, the End message after Fault is not strictly necessary, but we write it for uniformity.

By similar arguments the contract of the C operation can be encoded as

\[ \text{inOut} = \text{In}(\text{Out.End} \oplus \text{Fault.End}) \]

and the contract of the D operation as

\[ \text{inOptOut} = \text{In}((\text{End} \oplus \text{Out.End} \oplus \text{Fault.End}) \]

It is worth noticing that, intuitively, a client that is capable of invoking operation D with contract inOptOut can also interact successfully with operation C with contract inOut. Indeed, a client invoking D must be able to handle an End message, an Out message, and a Fault message. The C operation is “more deterministic” as it can only produce an Out message or a Fault message. Similarly, A is more deterministic than D since it can only send an End message after the client’s request.

### 2.2.2 Conversations in WSCL

The WSCL message exchange patterns cover only the simplest forms of interaction between a client and a server. More involved forms of interactions, in particular stateful interactions, cannot be captured if not as informal annotation within the WSCL interface. The Web service conversation language WSCL [1] provides a more general specification language for describing complex conversations between two communicating parties, by means of an activity diagram. The diagram is basically made of interactions which are connected with each other by means of transitions. An interaction is a basic one-way or two-way communication between the client and the server. Two-way communications are just a shorthand for two sequential one-way interactions. Each interaction has a name and a list of document types that can be exchanged during its execution. A transition connects a source interaction with a destination interaction. A transition may be labeled by a document type if it is active only when a message of that specific document type was exchanged during the previous interaction.

Below we encode the contract \( \sigma \) of a simplified e-commerce service (Figure 1) where the client is required to login before it can issue a query and thus receive a catalog. From this point on, the client can decide whether to purchase an item from the catalog or to logout and leave. In case of purchase, the service may either report that the purchase was successful, or that the item is out-of-stock, or that the client’s payment was refused:

\[ \sigma \overset{\text{def}}{=} \text{Login} \oplus \text{InvalidLogin.End} \oplus \text{ValidLogin.Query.} \]

\[ \text{Catalog.(Logout.End + Purchase.(} \]

\[ \text{Accepted.End + InvalidPayment.End + OutOfStock.End))} \]

Notice that unlabeled transitions in Figure 1 correspond to external choices in \( \sigma \), whereas labeled transitions correspond to internal choices. It is also interesting to notice that WSCL explicitly accounts for a termination message (called “empty” in the WSCL specification, the final interaction on the right end in Figure 1) that is used for modeling the end of a conversation. The presence of this termination message finds a natural justification in our formal contract language, as explained above.

Now assume that the service is extended with a booking capability, so that after looking at the catalog the client may book an item to be bought at some later time. The contract of the service would change to \( \sigma’ \) as follows:

\[ \sigma’ \overset{\text{def}}{=} \ldots \text{Logout.End} + \text{Book.} \alpha + \text{Purchase.(} \]

It would be desirable for clients that are compliant with the former service to be compliant with this service as well. After all, the extended service offers more than the old one. However, assume to have a client that does actually account for a Book message from the service and that such a client is compliant with the former service for the simple reason that, since the former service did not provide a booking capability, whatever contract \( \sigma’ \) the client provided after the Book action was irrelevant in order to establish compliance. In the extended service this is no longer the case, and the client can safely interact with the extended service only if the Book action is filtered out. This is precisely the transitivity problem we pointed out in the introduction.

### 2.3 Semantics

Contracts describe the behaviour of the processes that implement them. This behaviour is defined by describing the actions that are offered by a process and the way in which they are offered. This is formally stated by the two definitions given below.

**Definition 2.1 (Transition).** Let \( \sigma \overset{\alpha}{\rightarrow} \) be the least relation such that:

\[ \beta.\sigma \overset{\alpha}{\rightarrow} \text{if } \beta \neq \beta \]

\[ \sigma + \sigma’ \overset{\alpha}{\rightarrow} \text{if } \sigma \overset{\alpha}{\rightarrow} \text{ and } \sigma’ \overset{\alpha}{\rightarrow} \]

\[ \sigma + \sigma’ \overset{\alpha}{\rightarrow} \text{if } \sigma \overset{\alpha}{\rightarrow} \text{ and } \sigma’ \overset{\alpha}{\rightarrow} \]

The transition relation of contracts, noted \( \overset{\alpha}{\rightarrow} \), is the least relation satisfying the rules:

\[ \alpha.\sigma \overset{\alpha}{\rightarrow} \sigma \]

\[ \sigma_1 \overset{\alpha}{\rightarrow} \sigma_1’ \]

\[ \sigma_2 \overset{\alpha}{\rightarrow} \sigma_2’ \]

\[ \sigma_1 + \sigma_2 \overset{\alpha}{\rightarrow} \sigma_1’ + \sigma_2’ \]

\[ \sigma_1 + \sigma_2 \overset{\alpha}{\rightarrow} \sigma_1’ + \sigma_2’ \]

\[ \sigma \overset{\alpha}{\rightarrow} \sigma’ \]

\[ \sigma_1 \overset{\alpha}{\rightarrow} \sigma_1’ \]

\[ \sigma_2 \overset{\alpha}{\rightarrow} \sigma_2’ \]

\[ \sigma_1 \sigma_2 \overset{\alpha}{\rightarrow} \sigma_1’ \sigma_2’ \]

\[ \sigma_1 \sigma_2 \overset{\alpha}{\rightarrow} \sigma_1’ \sigma_2’ \]

and closed under mirror cases for the external and internal choices. We write \( \sigma \overset{\alpha}{\rightarrow} \) if there exists \( \sigma’ \) such that \( \sigma \overset{\alpha}{\rightarrow} \sigma’ \).

The relation \( \overset{\alpha}{\rightarrow} \) is different from standard transition relations for CCS processes [17]. For example, there is always at most one contract \( \sigma’ \) such that \( \sigma \overset{\alpha}{\rightarrow} \sigma’ \), while this is not the case in CCS (the process \( a.b + a.c \) has two different \( a \)-successor states: \( b \) and \( c \)). This mismatch is due to the fact that contract transitions define the evolution of conversation protocols from the perspective of the communicating parties. Thus \( a.b + a.c \overset{a}{\rightarrow} b \overset{a}{\rightarrow} c \) because, once the action \( a \) has been performed, the communicating party is not aware of which conversation path has been chosen. On the contrary, CCS transitions define the evolution of processes from the perspective of the process itself.

**Notation 2.2.** We write \( \sigma(\alpha) \) for the unique continuation of \( \sigma \) after \( \alpha \), that is, the contract \( \sigma’ \) such that \( \sigma \overset{\alpha}{\rightarrow} \sigma’ \).
The labelled transition system above describes the actions offered by (a service implementing) a contract, but does not show how these actions are offered. In particular the actions offered by an external choice are all available at once while the actions offered by different components of an internal choice are mutually exclusive. Such a description is given by the ready sets that are observable for a given contract:

**Definition 2.3 (Observable ready sets).** Let $\mathcal{P}_f(\mathcal{N} \cup \mathcal{M})$ be the set of finite parts of $\mathcal{N} \cup \mathcal{M}$, called ready sets. Let also $\sigma \Downarrow R$ be the least relation between contracts $\sigma$ in $\Sigma$ and ready sets $R$ in $\mathcal{P}_f(\mathcal{N} \cup \mathcal{M})$ such that:

- $0 \Downarrow \emptyset$
- $\alpha.\sigma \Downarrow \{\alpha\}$
- $(\sigma + \sigma') \Downarrow R \cup R'$ if $\sigma \Downarrow R$ and $\sigma' \Downarrow R'$
- $(\sigma \otimes \sigma') \Downarrow R$ if either $\sigma \Downarrow R$ or $\sigma' \Downarrow R$

**Notation 2.4.** We use the convention that the write operation is idempotent, $\mathcal{P} = a$, and for a given ready set $R$ we define its complementary ready set as $\mathcal{C}(R) = \{\mathcal{P} \mid \alpha \in R\}$.

As a final remark note that in defining the syntax of contracts in Section 2.1 we preferred simplicity over concision.

2. for all $\alpha, \sigma_i = \sum_{\alpha} \sigma_i$ and $\sigma_s = \sum_{\alpha} \sigma_s$ implies $\sigma_i' \preceq S \sigma_s'$.

In words the definition above states that a client of contract $\sigma_i$ is compliant with a server of contract $\sigma_s$ if, for every possible combination $R_s$ and $R_c$ of the choices of the server and of the client where the client does not terminate immediately ($R_c \neq \emptyset$), there is an action in the client choice that can synchronise with an action among those offered by the server ($\mathcal{C}(R_s) \cap R_c \neq \emptyset$), and the continuation of the client after synchronisation is compliant with the continuation of the server ($\sigma_i' \preceq S \sigma_s'$).

Once we have such a definition it then looks natural to define the subcontract relation in terms of compliance. A first naive attempt is to define subcontract as:

$$\sigma_1 \preceq_{\text{strong}} \sigma_2 \overset{\text{def}}{=} \forall \sigma_c, \sigma_s \preceq_{S} \sigma_1 \Rightarrow \sigma_c \preceq_{S} \sigma_2$$ (1)

Unfortunately, this relation is too strong since $\mathcal{P} \preceq_{\text{strong}} a + b.\mathcal{P}$ does not hold: $a + b.\mathcal{P}$ is compliant with $\mathcal{P}$ but not with $a + b.\mathcal{P}$ (actually, $\preceq_{\text{strong}}$ is almost the must preorder: we discuss it in details in Section 3.1.1).

As a second attempt we can try to directly relate two contracts $\sigma_1$ and $\sigma_2$ on their form, rather than on the sets of their clients. Let $\mathcal{P}$ denote the complemented contract of $\sigma$ which, roughly, is obtained by replacing in $\sigma$ every action by its coaction, every internal choice by an external one, and vice versa (the formal definition is slightly more involved and can be found in [6]). Intuitively $\mathcal{P}$ denotes the contract of a “canonical” client complying with $\sigma$ services. Then one can define a new relation on service contracts as:

$$\sigma_1 \preceq \sigma_2 \overset{\text{def}}{=} \mathcal{P}_{\mathcal{P}} \preceq_{S} \sigma_1$$ (2)

This relation—which is the one introduced and studied in [6]—is nearly what we are looking for. For instance now we have $\mathcal{P} \preceq \mathcal{P}.c \preceq \mathcal{P}$ and $\mathcal{P} \preceq \mathcal{P} + b.\mathcal{P}$, since $\mathcal{P} \preceq \mathcal{P}.c = a + b.\mathcal{P} \preceq \mathcal{P}$ and $\mathcal{P} \preceq a + b.\mathcal{P} \preceq \mathcal{P} + b.\mathcal{P}$. Unfortunately, $\mathcal{P}$ is not a preorder since transitivity does not hold: $a + b.\mathcal{P} \not\preceq_{S} \mathcal{P} + b.\mathcal{P}$.

The reason for such a failure is essentially twofold. First, while contracts account for non-determinism that is internal to each process—being it a client or a server—they cannot handle the “system” non-determinism that springs from process synchronisation. For instance, the example above seems to suggest that we must look for a subtyping relation for servers such that a server of a given contract “is” compatible with all clients compliant with a subcontract, while in reality what we should be looking for is a relation such

![Figure 1: Contract of a simple e-commerce service as a WSCL diagram.](image-url)
that a server of a given contract “can be made” compatible with all clients compliant with a subcontract. These two points are formally treated in the theory that we expose in the next section.

3. A THEORY OF CONTRACTS

At the end of the previous section we said that we wanted a subcontract relation \( \sigma_1 \preceq \sigma_2 \) such that a server of contract \( \sigma_2 \) could be made compliant with the clients of \( \sigma_1 \) services. The keypoint of the discussion is the “can be made”.

Of course we do not want to consider arbitrary transformations of the service, e.g. transformations that alter the semantics of the service. Instead we look for transformations that embed a \( \sigma_2 \) service in a world of \( \sigma_1 \) clients without modifying the behaviour of the service. Therefore we want to shield all actions of the \( \sigma_2 \) that do not belong to the \( \sigma_1 \) world: this means that our shield, when applied to a \( \sigma_1 \) service, has absolutely no effect. This is precisely the definition of an explicit coercion from \( \sigma_2 \) to \( \sigma_1 \) (recall that the subcontract relation is the inverse of a service subtyping relation; c.f. Footnote 1): an embedding function that behaves as the identity on the co-domain.

3.1 Weak subcontract relation

The idea is that \( \sigma_1 \preceq \sigma_2 \) if there exists some (possibly empty) set of actions belonging only to the world of \( \sigma_2 \) that, if shielded, can make a \( \sigma_2 \) service behave as a \( \sigma_1 \) service. This is formally stated by the following definition:

**Definition 3.1 (Weak subcontract).** The weak subcontract relation \( \preceq \) is the largest relation such that \( \sigma_1 \preceq \sigma_2 \) implies that

1. for all \( r \) such that \( \sigma_2 \Downarrow r \) there exists \( s \subseteq r \) such that \( \sigma_1 \Downarrow s \) and
2. for all \( \alpha \in s \) we have \( \sigma_1(\alpha) \preceq \sigma_2(\alpha) \).

The basic intuition about the weak subcontract relation is that a client that interacts successfully with a service with contract \( \sigma_1 \) must be able to complete whatever ready set \( R_1 \) is chosen from \( \sigma_1 \). So, if we want to replace the service with another one whose contract is \( \sigma_2 \), we require that whatever ready set \( R_2 \) is chosen from \( \sigma_2 \) there is a smaller one \( R_1 \subseteq R_2 \) in \( \sigma_1 \) such that all of the continuations with respect to the actions in \( R_1 \) are in the weak subcontract relation. However, in order to avoid interferences we might need to filter out the actions in \( R_2 \setminus R_1 \).

**Proposition 3.2.** \( \preceq \) is a precongruence with respect to + and \( \oplus \) and the prefix operators.

3.1.1 Comparison with other relations

How does our subcontract relation \( \preceq \) compare with existing relations and those introduced in Section 2.4? In Section 2.4 we said that the relation \( \bowtie \) defined by equation (2) was nearly what we sought for, but for the lack of transitivity it was not a preorder. The following theorem shows that \( \preceq \) obviates this problem:

**Theorem 3.3.** The subcontract relation \( \preceq \) is the transitive closure of \( \bowtie \).

**Proof.** Appendix A.

A second relation that one may want to consider is the relation \( \preceq_{strong} \) defined in Section 2.4 by equation (1). It is not difficult to see that this relation is contained in \( \preceq \). The definition of \( \preceq_{strong} \) is nice because it derives from strong compliance but we know that it is too strong for our aims. Furthermore \( \preceq_{strong} \) is not a precongruence with respect to +, this means that \( \preceq_{strong} \) is too weak to be used for safe substitutability of processes in the subsumption rule. Therefore we define yet a different relation which, despite being slightly stronger than \( \preceq_{strong} \), has better properties and is well studied:

**Definition 3.4 (Strong subcontract).** The strong subcontract relation is the largest relation \( \subseteq \) such that \( \sigma_1 \subseteq \sigma_2 \) implies that

1. for all \( r_1 \) such that \( \sigma_2 \Downarrow r_1 \) there exists \( r_2 \subseteq r_1 \) such that \( \sigma_1 \Downarrow r_2 \), and
2. for all \( \alpha \) we have that \( \sigma_2 \xrightarrow{\alpha} \sigma'_2 \) implies there exists \( \sigma'_1 \) such that \( \sigma_1 \xrightarrow{\alpha} \sigma'_1 \) and \( \sigma'_1 \subseteq \sigma'_2 \).

We write \( \sigma_1 \preceq s \sigma_2 \) if \( \sigma_1 \subseteq \sigma_2 \) and \( \sigma_2 \subseteq \sigma_1 \).

The reader might have recognised that the strong subcontract relation is nothing but the must preorder. This relation is a bit stronger than \( \preceq_{strong} \) (for example \( 0 \preceq_{strong} \sigma \) always holds, whereas in general \( 0 \subseteq \sigma \) does not), but it is also more stable with respect to the type constructors and the compliance relation. This is shown by the following theorem which states that it is safe to replace a service contract with another one that is more deterministic, still preserving the strong compliance property.

**Theorem 3.5.** If \( \sigma_c \preceq_{is} \sigma_s \) and \( \sigma_s \subseteq \sigma'_s \) then \( \sigma_c \preceq_{is} \sigma'_s \).

**Proof.** For condition 1 of strong compliance, let \( s' \) be a ready set of \( \sigma'_s \) and \( r \) be a nonempty ready set of \( \sigma_c \). We have, by definition of \( \subseteq \), that there exists a ready set \( s \) of \( \sigma_s \) which is included in \( s' \), and then we know by definition of \( \preceq_{is} \) that this set has a nonempty intersection with \( \text{co}(r) \). Then also: \( \text{co}(r) \cap s' \neq \emptyset \).

For condition 2, let \( \alpha \) be such that \( \sigma'_s \xrightarrow{\alpha} \sigma''_s \) and \( \sigma''_s \xrightarrow{\alpha} \), then we also have \( \sigma_c \xrightarrow{\alpha} \sigma_s(\alpha) \subseteq \sigma'_s(\alpha) \) by definition of \( \subseteq \) and then \( \sigma_c(\alpha) \xrightarrow{\alpha} \sigma_s(\alpha) \) by definition of \( \preceq_{is} \). So we can just do an induction on the depth of \( \sigma_c \).

The \( \subseteq \) is also nicer than \( \preceq_{strong} \) because its very definition shows the differences with \( \preceq \). If we compare Definition 3.1 and Definition 3.4, we see that they differ on the set of \( \alpha \) considered in condition 2. The latter requires that whatever interaction may happen between a client and a server, the relation must be satisfied by the continuations. The former instead requires this to happen only for interactions on actions that are expected for the smaller contract. This means

\[ \text{The difference is the fact that as soon as two server contracts have an empty ready set, they become indistinguishable in terms of compliance: the only client which complies with them is the null client, and thus they are equivalent in terms of } \preceq_{strong}. \]
that with the weak subcontract relation all the actions that are not expected by the smaller contract must not take part in the client-server interaction. If we want to replace a server by a different server with a (weak) super-contract, then we must ensure that the client is shielded from these unexpected actions. The technical instrument to ensure it are the filters we define next.

3.2 Filters

A filter is simply the specification of a set of actions that are allowed at a certain time, along with the continuation filters after that action has occurred:

\[ f := \prod_{\alpha \in \Lambda} \alpha.f_{\alpha} \]

By convention we use 0 for denoting the empty filter, that is the filter that allows no action (\( \Lambda = \emptyset \)). Filters have a simple transition relation, as follows:

\[ \prod_{\alpha \in \Lambda} \alpha.f_{\alpha} \delta \rightarrow f_{\beta} \ pap \ \text{if} \ \beta \in \Lambda \]

As usual we write \( f \stackrel{\alpha}{\rightarrow} \) if there is no \( f' \) such that \( f \rightarrow f' \). The application of a filter \( f \) to a contract \( \sigma \), written \( f(\sigma) \), produces another contract where only the allowed actions are visible:

\[ f(0) = 0 \]
\[ f(\alpha.\sigma) = 0 \ \text{if} \ f \stackrel{\alpha}{\rightarrow} \]
\[ f(\alpha.\sigma) = \alpha.f'(\sigma) \ \text{if} \ f \rightarrow f' \]
\[ f(\sigma_1 + \sigma_2) = f(\sigma_1) + f(\sigma_2) \]
\[ f(\sigma_1 \otimes \sigma_2) = f(\sigma_1) \otimes f(\sigma_2) \]

Filters allow us to express the weak subcontract relation in terms of strong one:

**Theorem 3.6.** \( \sigma_1 \preceq \sigma_2 \) if and only if there exists a filter \( f \) such that \( \sigma_1 \subseteq f(\sigma_2) \).

**Proof.** The proof is interesting since it shows the exact relation between filters and the \( S_n \) of Definition 3.1. The proof is by induction on the depth of \( \sigma_1 \).

(\( \Rightarrow \)) If the depth of \( \sigma_1 \) is 0, then it is sufficient to take \( f = 0 \) (the empty filter that allows no action). If the depth of \( \sigma_1 \) is \( n > 0 \), then assume that the theorem holds for every \( \sigma_1 \) with depth smaller than \( n \). We know that \( \sigma_2 \nsubseteq \emptyset \) implies that there exists \( \sigma_2 \nsubseteq \emptyset \) such that \( \sigma_2 \nsubseteq \emptyset \) and for all \( \alpha \in S_n \) we have \( \alpha(s_1) \nsubseteq \sigma_2(s_2) \). By induction hypothesis we know that for every \( \alpha \in S_n \) there exists \( f'_{\alpha} \) such that \( \sigma_1(\alpha) \subseteq f'_{\alpha}(\sigma_2(\alpha)) \). Let us define

\[ S \stackrel{\text{def}}{=} \bigcup S_n \quad \text{and} \quad f \stackrel{\text{def}}{=} \prod_{S_n} \alpha.f_{\alpha} \]

We have to show that \( \sigma_1 \subseteq f(\sigma_2) \). Assume \( \sigma_2 \nsubseteq \emptyset \). Then \( f(\sigma_2) \nsubseteq \emptyset \). Since \( S \) is the union of all the \( S_n \), we know that \( S_n \subseteq S \). Now assume that \( f(\sigma_2) \nsubseteq f'_{\alpha}(\sigma_2(\alpha)) \) then \( \alpha \in S \) and hence \( \alpha \in S_n \) for some \( S_n \) such that \( \sigma_1 \nsubseteq S_n \). Thus we have that \( \sigma_1 \nsubseteq S_n \). By induction hypothesis, \( \sigma_1(\alpha) \subseteq f'_{\alpha}(\sigma_2(\alpha)) \), from which we conclude \( \sigma_1 \nsubseteq f(\sigma_2) \).

(\( \Leftarrow \)) If the depth of \( \sigma_1 \) is 0, then the theorem follows immediately since \( \sigma_1 \) is the smallest contract. If the depth of \( \sigma_1 \) is \( n > 0 \), then assume that the theorem holds for every \( \sigma_1 \) with depth smaller than \( n \). From \( \sigma_1 \nsubseteq f(\sigma_2) \) we know that \( f(\sigma_2) \nsubseteq \emptyset \) implies that there exists \( R' \nsubseteq R \) such that \( \sigma_1 \nsubseteq R' \). By definition of \( f(\sigma_2) \) we have \( \sigma_2 \nsubseteq R'' \) with \( R \subseteq R'' \) and now \( R' \subseteq R \subseteq R'' \). Now let us take \( \alpha \in R' \). Since \( \alpha \in R \) we have \( f(\sigma_2) \nsubseteq f'(\sigma_2(\alpha)) \) and \( \sigma_1 \nsubseteq \sigma_2(\alpha) \) and \( \sigma_1(\alpha) \subseteq f'(\sigma_2(\alpha)) \) for some filter \( f' \). By induction hypothesis we have \( \sigma_1(\alpha) \nsubseteq \sigma_2(\alpha) \), from which we conclude \( \sigma_1 \nsubseteq \sigma_2 \).

Let us consider again our example of \( \pi \oplus b.c \) and \( \pi \oplus b.d \). These contracts are not related by the strong subcontract relation, but any client complying with the first one has to be ready to read on \( a \) and then terminate. Then, we see that the second one can be made compliant with any such client, because it is ready to write on \( a \); so we are sure that synchronisation on \( a \) is possible, and that if it occurs the client will terminate. The point is then to ensure that this synchronisation will indeed occur and that the channel \( b \) will not be selected instead, which would lead to deadlock. This is done by applying to \( \pi \oplus b.d \) the filter \( f = \pi.0 \), which lets the sole action \( f \) do, and \( \pi \oplus b.c \subseteq \pi \) holds.

Filters can also be used as proofs (in the sense of the Curry-Howard isomorphism) for the weak subcontract relation. First we have to define the “identity” filter, that is the one that proves isomorph (w.r.t. filter morphisms) contracts.

**Definition 3.7.** The identity filter for a contract \( \sigma \), notation \( I_{\sigma} \), is defined as

\[ I_{\sigma} \stackrel{\text{def}}{=} \prod_{\sigma \subseteq \sigma} \alpha.\sigma \]

It is easy to see that \( f(\sigma) = \sigma \).

Then the weak subcontract relation can be axiomatised as stated in Table 1, where \( \text{init}(\sigma) = \{ \sigma \mid \sigma \nsubseteq \alpha \} \) and we use \( \sigma = \sigma_2 \) as a shorthand for \( I_{\sigma_1} : \sigma_1 \preceq \sigma_2 \wedge I_{\sigma_2} : \sigma_2 \preceq \sigma_1 \).

**Lemma 3.8.**

a. If \( f : \sigma_1 \preceq \sigma_2 \), then \( \sigma_1 \subseteq f(\sigma_2) \).

b. If \( \sigma_1 \preceq f'(\sigma_2) \), then there exists \( f \) such that \( f : \sigma_1 \preceq \sigma_2 \).

By combining Theorem 3.6 and Lemma 3.8 we obtain:

**Corollary 3.9.** \( \sigma_1 \preceq \sigma_2 \) if and only if there exists a filter \( f \) such that \( f : \sigma_1 \preceq \sigma_2 \).

3.2.1 Weak compliance

As we defined a strong compliance relation, so we can define a weak compliance relation in which interactions are limited to actions belonging to the “client” world:

**Definition 3.10 (Weak Compliance).** The weak compliance relation is the largest relation \( \sigma_1 \preceq_W \sigma_2 \) such that whenever \( \sigma_1 \preceq_W \sigma_2 \) holds, there exists a set of actions \( \Lambda \subseteq \mathcal{N} \cup \mathcal{F} \) such that:

1. for all \( R_c \neq \emptyset \) and \( R_s \), such that \( \sigma_c \nsubseteq R_c \) and \( \sigma_s \nsubseteq R_s \), we have \( \Lambda \cap \text{co}(R_c) \cap R_s = \emptyset \), and

2. for any \( \alpha \in \Lambda \)

\[ \sigma_e \preceq_W \sigma_s' \text{ and } \sigma_s \nsubseteq \sigma_s' \text{ implies } \sigma_s' \preceq_W \sigma_s' \]

Note how the existence of the ready set \( A \) in the above definition corresponds to the existence of \( S_n \) in Definition 3.1

As we did for the weak subcontract relation, the weak compliance relation can be decomposed in terms of filters and strong relation:

**Theorem 3.11.**

\[
\sigma_e \preceq_W \sigma_s \iff \exists \sigma \leq \sigma_s, \sigma_e \preceq_{S} \sigma
\]

\[
\exists f. \sigma_e \preceq_{S} f(\sigma_s)
\]
3.2.2 Set-theoretic interpretation

In Section 2.4 we defined a strong subcontract relation, \( \preceq_{\text{strong}} \), in terms of the strong compliance, by saying that a contract is a subcontract of another if every contract that complies with the former also complies with the latter.

This corresponds to a set-theoretic interpretation of a contract as the set of clients that comply with it. The subcontract relation coincides with set inclusion. The fact of having such an interpretation and the correspondence between inclusion and subcontracting is an important feature that permits the use of semantic subtyping and paves the way to use of powerful set-theoretic search primitives based on intersection, union, and negation [7].

Now that we have defined a weak compliance relation and a weak subcontract relation, we will show that there is a similar set-theoretic interpretation of the weak subcontract relation in terms of weak compliance.

**Theorem 3.12.** \( \sigma_1 \preceq \sigma_2 \) if and only if for all \( \sigma, \sigma \vdash_W \sigma_1 \) implies \( \sigma \vdash_W \sigma_2 \).

**Proof.** Appendix A.

**Remark 3.13 (Client subcontract relation).** The interpretation of the subcontract relation as the subset relation on the sets of clients complying with the contracts suggests to consider a dual interpretation for clients. We can define the relation \( \sigma_1 \preceq_c \sigma_2 \) as

\[
\sigma_1 \preceq_c \sigma_2 \quad \overset{\text{def}}{\iff} \forall \sigma, \sigma \vdash_W \sigma_1 \Rightarrow \sigma \vdash_W \sigma_2.
\]

The above definition is not very informative. For that it is better to consider a coinductive characterisation of \( \preceq_c \), as the largest relation such that \( \sigma_1 \preceq_c \sigma_2 \) implies:

\[
\forall \rho_2 \neq \emptyset, \sigma_2 \vdash \rho_2 \Rightarrow \exists \rho_1 \neq \emptyset, \left\{ \sigma_1 \vdash \rho_1 \text{ and } \rho_1 \subseteq \rho_2 \text{ and } \forall \alpha \in \rho_1, \sigma_1(\alpha) \preceq_c \rho_2(\alpha) \right\}
\]

This definition is equivalent to (5) (the proof is very similar to the one of Theorem 3.12). The only difference between this definition and Definition 3.1 is that in the former only nonempty ready sets are considered. This reflects exactly the asymmetry of the compliance relations (weak and strong) where the empty ready set of the client, if it exists, plays no role.

It is worth mentioning that despite its definition being very close to the weak server subcontract relation, this client subcontract relation has some surprising properties: for example, it is not even sufficient that \( \sigma_1 \subseteq \sigma_2 \) to get \( \sigma_1 \preceq_c \sigma_2 \).

Finally filters have an operational meaning, since they allow us to state the soundness of our type system. This can be roughly expressed as the fact that given a server and a weakly compliant client, every interaction between them mediated by the filter that proves the weak compliance (Theorem 3.11(2)) will be successful (the client terminates). This is formally stated in the following section.

### 3.3 Language

In this contribution we do not consider any particular process language. Instead, we assume that such a language is equipped with a labelled transition system so that

\[
P \xrightarrow{\mu} P'
\]

describes the evolution of a process \( P \) that performs a \( \mu \) action thus becoming the process \( P' \). Here, \( \mu \) can either be
a visible action of the form $a$ or $\overline{a}$, or it can be an internal action $\tau$. As usual, we write $\alpha$ for a generic visible action.

**Definition 3.14.** Let $P || Q \rightarrow P' || Q'$ be the least relation such that:

- if $P \xrightarrow{\tau} P'$ then $P || Q \rightarrow P' || Q$;
- if $Q \xrightarrow{\tau} Q'$ then $P || Q \rightarrow P || Q'$;
- if $P \xrightarrow{\alpha} P'$ and $Q \xrightarrow{\overline{\alpha}} Q'$ then $P || Q \rightarrow P' || Q'$.

Let $P \vdash_{S} Q$, read $P$ is strongly compliant with $Q$, if one of the following holds:

1. $P \xrightarrow{\mu}$ for every $\mu$, or
2. $P || Q \rightarrow P' || Q'$ and $P' \vdash_{S} Q'$.

The intuition of this definition is that $P || Q$ represents a client $P$ and a service $Q$ interacting with each other. When $P \vdash_{S} Q$ then every interaction between $P$ and $Q$ terminates with $P$ being reduced to a process equivalent to the null process ($P$ cannot emit any $a$) which denotes successful termination for $P$.

We also assume that a type system is given to extract the contract from a process, where

$\vdash P : \sigma$

means that in such type system it is possible to derive that the process $P$ has contract $\sigma$. Of course the typing and reduction relations must satisfy some basic properties: essentially, contracts must describe the observational behaviour of processes and the reduction must reduce non-determinism (entropy must always increase). This requires the following auxiliary definition.

**Definition 3.15.** The relation $\sigma \rightarrow \sigma'$, read $\sigma'$ is more deterministic than $\sigma$, is the least relation satisfying the rules

\[
\begin{align*}
\sigma_1 \oplus \sigma_2 & \rightarrow \sigma_1, \\
\sigma_1 & \rightarrow \sigma_1', \\
\sigma_1 + \sigma_2 & \rightarrow \sigma_1' + \sigma_2
\end{align*}
\]

and closed under mirror cases for the external and internal choices. As usual, we write $\Rightarrow$ for the reflexive and transitive closure of $\rightarrow$.

The type system must obey the following consistency conditions: if $\vdash P : \sigma$ and $P \xrightarrow{\tau} P'$ then $\vdash P' : \sigma'$ and

1. if $0 \subseteq \sigma$, then $\mu = \tau$;
2. if $\mu = \tau$, then $\sigma \Rightarrow \sigma'$;
3. if $\mu = \alpha$, then $\sigma \xrightarrow{\alpha} \Rightarrow \sigma'$.

Intuitively, condition (1) states that if a process has a null contract, then it can only perform internal actions. Condition (2) states that a process performing internal actions can only make its contract more deterministic. Condition (3) states that if a process performs a visible action $\alpha$, then its contract must account for that action and the contract of the resulting process $P'$ is (more deterministic than) the contract $\sigma(\alpha)$, which accounts for all the possible behaviours of $P$ after $\alpha$.

The following lemma is the counterpart of Theorem 3.5 and it states that it is possible to replace a client contract $\sigma$, with another one which is more deterministic, still preserving the compliance property. The lemma is fundamental in proving the soundness of the type system.

**Lemma 3.16.** If $\sigma_\epsilon \vdash_{S} \sigma_\epsilon$ and $\sigma \Rightarrow \sigma'_\epsilon$ then $\sigma'_\epsilon \vdash_{S} \sigma_\epsilon$.

**Proof.** The proof is trivial since the ready sets of $\sigma'_\epsilon$ are a subset of the ready sets of $\sigma_\epsilon$.

The soundness of the type system is ensured by the following result, stating that if the contracts of two processes comply, the corresponding processes comply as well, guaranteeing termination on the client side.

**Theorem 3.17.** If $\vdash P : \sigma$ and $\vdash Q : \sigma'$ and $\sigma \vdash_{S} \sigma'$ then $P \vdash_{S} Q$.

**Proof.** Appendix A.

Notice that the soundness theorem holds when the client’s contract and the service’s contract are strongly compliant. To be able to use a service for which we only have a weakly compliant client, we need to shield potentially dangerous service actions by means of a filter. Thus, we enrich the process language with a construct

$\{f[P]\}$

that applies a filter $f$ to a process $P$, the idea being that the filter constraints the set of visible actions of $P$, that is its capabilities to interact with the environment, still not altering its behaviour. The labelled transition system of the language is consequently enriched with the following two inference rules:

\[
\begin{align*}
(P-Filter) & \quad \frac{P \xrightarrow{\alpha} P'}{f[P] \xrightarrow{\alpha} f'[P']} \\
(T-Filter) & \quad \frac{P \xrightarrow{\tau} P'}{\vdash P : \sigma \quad \vdash f[P] : f(\sigma)} \quad \frac{\vdash P : \sigma \quad \vdash f[P] : f(\sigma)}{\vdash f[P] : f(\sigma)}
\end{align*}
\]

The introduction of filters into process has consequences on the type system as well. Since our discussion is parametric in the process language and in the type system, we only need to show that the typing judgement

$\vdash f[P] : f(\sigma)$

is consistent in the sense that the three conditions above still hold in the process language extended with filters. Condition (1) is trivially satisfied, since if $0 \subseteq f(\sigma)$ holds there are two possibilities: either $0 \subseteq \sigma$ in which case $P$ has no visible actions and so does $f[P]$, or it is $f$ that masks all of the visible actions of $P$, in which case they are forbidden by (Filter1). As regards condition (2) this may happen only if $P \xrightarrow{\tau} P'$ and is then an immediate consequence that $\sigma \Rightarrow \sigma'$ implies $f(\sigma) \Rightarrow f(\sigma')$. Finally, as regards condition (3), assume that $P \xrightarrow{\alpha} P'$ and $\vdash P' : \sigma'$. There are two

\footnote{A reasonable (i.e. informative) type system would also satisfy the condition that if $\vdash P : \sigma$, then for every $\alpha \in \text{init}(\sigma)$ there exists $P'$ such that $P \xrightarrow{\alpha} P'$. That is, the type system does not deduce capabilities that a process does not have. This however is not necessary for our soundness result.}
possibilities: if $f \overset{\sigma}{\to} f'$, then $f[P] \overset{\sigma}{\to} f[P']$ and there is nothing to prove. If $f \overset{\sigma}{\to} f'$, then $\sigma(\alpha) \implies \sigma'$. Now
\[ f(\sigma)(\alpha) = f'(\sigma(\alpha)) \implies f'(\sigma') \]
again since $\sigma \implies \sigma'$ implies $f(\sigma) \implies f(\sigma')$.

The following result summarises the contribution of our work: the adoption of filters enlarges the number of possible services that can be used to let a client terminate.

**Corollary 3.18.** If $\vdash P : \sigma_\alpha, \vdash Q : \sigma_\alpha$, and $\sigma_\alpha \vdash f(\sigma_\alpha)$, then $P \vdash f(Q)$.

As an aside it is nice to notice that filters can encode CCS and $\pi$-calculus restrictions: $(\nu a)P = f(aP)[P]$ where
\[ f(aP) = \prod_{\alpha \in \{\text{in}(P) \cup \text{co}(\text{in}(P)) \setminus \{a\}} \alpha.a.f(aP) \]
Note that in our case since our contracts are finite we can unfold the filter above to the depth of $P$ and obtain a finite filter.

4. CONCLUSION AND FUTURE WORK

This paper provides a foundation for behavioural typing of web services and it promotes service reuse and/or redefinition by the introduction of a subcontract relation. This work improves the one by Carpineti et al. [6] in a number of ways: first of all, we give a direct characterisation of (strong) compliance between a client and a service, and we use this notion to develop a sound and meaningful subcontract relation with interesting properties (in particular, it is a pre-congruence). In Carpineti et al., the subcontract relation $\kappa$ was defined first, and compliance was obtained by means of a delicate dual operator over contracts. Second, the subcontract relation $\preceq$ as defined in this paper is the transitive closure of $\kappa$, and we have been able to provide both co-constructive and set-theoretic definitions for it. Furthermore, we claim that the axiomatisation given in Table 1 is sound and complete. Third, as an interesting by-product of the new subcontract relation we have proposed filters as an original programming construct. Filters are necessary for guaranteeing successful interaction between a client and a service when the respective contracts are only weakly compliant, whereas in Carpineti et al. only strong compliance was taken into account. As we showed at the end of Section 3, filters can encode CCS and $\pi$-calculus restrictions. However it is not clear whether filters are more expressive than restriction, and this issue is worth of future work. This work also improves the literature on session types on the particular aspect of language neutrality. Even though many session type systems are more expressive than ours (e.g. by using recursive types and allowing name passing), they all avoid the central problem we tackled in this work, that is the system-wide non-determinism involved in the resolution of choices which are external to both client and server. This is usually (e.g. in [14]) resolved at language level, by forcing to have different constructions for internal and external choices and allowing the former to synchronise only with the latter and vice-versa. Here instead we have a more liberal approach, since we do not require the language to implement the different choices but just to emit some signals: it is the way in which these signals are offered that determines whether they form an internal or an external choice.

Even if in this presentation we applied filters to services, in practice it is the client’s responsibility to apply them. A client searching for a service with a given contract will receive as answer to its query the reference of a service together with a filter that will allow the client to use the service. Thus the filter must be computed by the query engine. This is not possible yet: as stated in the title this still is work in progress, and the study lacks all the algorithmic part. The axiomatisation of the weak subcontract relation is not operational, we do not have a way to derive a canonical filter for a given subcontract and derive the coherence of the system. Actually we do not even have the definition of canonical filter: if we had it then we could have stated Lemma 3.8 as an “if and only if” instead of splitting it into two separate statements. Of course this is one of the challenges we shall tackle next.

Several other future research directions stem from this work. Here is a non-exhaustive list:

**Polarised contracts** On the lines of [14] we can study a restricted version of the contract language in which system wide non-determinism is made impossible by polarising the choices operators so that external choices are always guarded by read actions and internal choices are guarded by write actions.

**Asymmetric choices** The choice operators are commutative. We could try to relax this property in order to give the summands different priorities, which is impossible with the current definitions. For instance there is no way for a client that has to use a service with contract $(a + b) \preceq a$ to specify that it wants to connect with $b$ if this action is available, and with $a$ otherwise.

**Contract isomorphisms** The only morphisms between contracts we have considered are filters. Since filters are coercions, then by definition they essentially do not alter the semantics of objects. One could try to consider more expressive morphisms (e.g. renaming and/or reordering of actions) and to completely characterise the isomorphisms of contracts. This would allow us to perform service discovery modulo isomorphism: when searching for services of a given contract a client could be returned a service and two conversion functions, one to call the service, the other to convert results (see [19, 12]).

This could later be extended to richer query/discovery languages obtained by adding union, intersection and negation types on the basis of the set-theoretic interpretation presented here and the work on semantic subtyping [7].

**Recursion and higher order** The contracts and filters we discussed in this work are finite. An obvious extension to consider is the introduction of recursion both in contracts and, consequently, in filters. Also, for the time being synchronisation does not carry any information. Thus a further step would be to introduce higher order channels $\alpha \pi$-calculus.

**Relation with other formalisms** Finally, connection with other formalisms such as linear logic, session types, or game semantics must surely be investigated more deeply.
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APPENDIX

A. PROOFS

We give here the most important proof omitted in the main text. Theorem 3.3

Proof. We did not define τ formally here, so we will give an equivalent definition of τ not using it, which was also the definition used in the previous work, and just give the intuition of how we obtain it using τ. The important property about τ is that its ready sets are defined as all the possible sets obtained by picking one name in each ready set of σ, and taking their co-names. This can be seen by looking at the definition of observable ready sets and thinking that we just exchange internal and external choices. Now if we look at definition 2.5 and apply it to σ = τσ and σ = σ, the first condition says that any ready set of σ contains at least a name from each ready set of τσ, which is equivalent to the fact that it contains a ready set of σ. Translation of condition 2 is straightforward, so we get that τ is the largest relation such that στσ implies:

1. ∀σ ⊢ τσ ⊢ R ⇒ ∃R ⊆ R, σ ⊢ R and
2. στσ and σ′ ⊢ σ′ ⊢ σσ′ implies σ′ ⊢ σσ′

Now let us prove that ≤ is the transitive closure of the relation thus defined. Note that the condition on ready sets is the same in both relations, and that the condition on continuations for σ1 ≤ σ2 is a weakened version of the condition for σ1 ⊢ σ2, so obviously σ1 ≤ σ2 implies σ1 ≤ σ2. So what we have to show is that two contracts related by ≤ are also related by the transitive closure of τ.

In fact we will show the following slightly stronger property:

∀σ, σ′ ∈ Σ, σ1 ⊢ σ2 ⇒ ∃σ ∈ Σ, σ1 ⊢ σ and σ ⊢ σ2

We do it by induction on the maximal depth |σ1| of σ1. If this depth is zero, then σ1 = 0 and we just take σ = 0 too.

Now suppose the property is true whenever |σ1| = n, and let σ1 be of depth n + 1 and σ2 any contract such that σ1 ⊢ σ2. Let (σ1, i) be the collection of ready sets of σ2. By definition of ≤, for every i, we can find a ready set Si of σ1 such that: ∀α ∈ S1, σ1(α) ≤ σ2(α). Then, by induction hypothesis, for any α in any Si we can find a contract α such that σ1(α) ⊢ σα and σα ⊢ σ2(α), because σ1(α) has
depth $n$. So we can pose the following:
\[ \sigma = \bigoplus_{i \in I} \sum_{\alpha \in s_i} \sigma_\alpha \]

Let us verify that $\sigma_1 \times \sigma$ : for condition 1, any ready set of $\sigma$ is an $S_i$, which is a ready set of $\sigma_1$. Condition 2 is straightforward by definition of the $\sigma_\alpha$. Now for $\sigma \subseteq \sigma_1$, we have that any ready set $R_1$ of $\sigma_2$ contains $S_i$ which is a ready set of $\sigma$, and condition 2 is again straightforward, so this closes the induction. \hfill \[ \Box \]

Theorem 3.12

Proof. $\Rightarrow$. We do it by induction on the depth $|\sigma_1|$ of $\sigma_1$. If $\sigma_1$ has depth zero, then its only ready set is the empty set, so we have that any contract $\sigma_1$ complying with $\sigma_1$ must have only empty ready sets, which means it complies with any $\sigma_2$.

Now suppose the implication is true for $|\sigma_1| = n$ and take $\sigma_1$ of depth $n + 1$. Let $\sigma_2 \subseteq \sigma_1$, let $\sigma_1 \vdash \sigma_1$ and let $\Lambda$ be the set of actions given by this compliance. We then pose the following:
\[ B = \{ \alpha \in \Lambda | \sigma_1 \vdash_\alpha \land \sigma_2 \vdash_\alpha \land \sigma_\epsilon \vdash_\epsilon \land \sigma_1(\alpha) \leq \sigma_2(\alpha) \} \]

We want to use $B$ to show compliance between $\sigma_1$ and $\sigma_2$. Now let $R_2$ be a ready set of $\sigma_2$ and $R_\epsilon$ a ready set of $\sigma_\epsilon$. Let $R_1$ be a ready set of $\sigma_1$ such that $R_1 \subseteq R_2$ and $\forall \alpha \in R_1, \sigma_1(\alpha) \leq \sigma_2(\alpha)$. We know that $R_1 \cap \Lambda \land \co(R_\epsilon) \neq \emptyset$. This last set is included in a ready set of each of our three contracts ($R_1$, $R_2$, and $R_\epsilon$), which means all three have a continuation for every name in this set, in fact it is equal to $R_1 \cap \Lambda \land \co(R_\epsilon)$. Since this set is included in $R_2$, we also have $R_2 \cap \Lambda \land \co(R_\epsilon) \neq \emptyset$. Now for any name $\alpha \in B$, we have that $\sigma_\epsilon(\overline{\gamma}) \vdash \sigma_1(\alpha)$, because $B \subseteq \Lambda$; and we also have that $\sigma_1(\alpha) \leq \sigma_2(\alpha)$ by definition of $B$. Since $\sigma_1(\alpha)$ has depth $n$, we can conclude by induction hypothesis.

$\Leftarrow$. Let $\sigma_1$ and $\sigma_2$ be such that $\sigma_1 \not\subseteq \sigma_2$. We show by induction on $|\sigma_2|$ that there exists a contract $\sigma_\epsilon$ which complies with $\sigma_1$ but not with $\sigma_2$. If $|\sigma_2| = 0$, then $\sigma_2$ has an empty ready set, but $\sigma_1$ cannot have one. So we take one name in each ready set of $\sigma_1$ and define $\sigma_\epsilon$ as the external choice of all their co-names followed by $\emptyset$. Defining $\Lambda$ as the only ready set of $\sigma_\epsilon$, we get that $\sigma_\epsilon \vdash \sigma_1$, but obviously $\sigma_\epsilon \not\vdash \sigma_2$.

Now take $\sigma_2$ of depth $n + 1$. Since $\sigma_1 \not\subseteq \sigma_2$, there exists a ready set $R_2$ of $\sigma_2$ such that every ready set of $\sigma_1$ included in it contains a name $\alpha$ such that $\sigma_1(\alpha) \not\leq \sigma_2(\alpha)$. We then construct $\sigma_\epsilon$ in the following way: for each ready set of $\sigma_1$, we will define a contract. If this ready set is not included in $R_2$, we pick a name $\alpha$ in it which is not in $R_2$, and take the co-name of this name followed by any contract compliant with $\sigma_1(\alpha)$ (for example the null contract). If our ready set is included in $R_2$, we pick an $\alpha$ in it such that $\sigma_1(\alpha) \not\leq \sigma_2(\alpha)$ and take the co-name of this name followed by a contract, obtained by induction hypothesis, which complies with $\sigma_1(\alpha)$ but not with $\sigma_2(\alpha)$. We then take $\sigma_\epsilon$ as the external choice of all these contracts. Then with $\Lambda$ defined as the only ready set of $\sigma_\epsilon$, we get that $\sigma_\epsilon \vdash \sigma_1$. But there is no name in $R_2 \cap \Lambda$ such that $\sigma_\epsilon(\overline{\gamma}) \vdash \sigma_2(\alpha)$, so $\sigma_\epsilon$ does not comply with $\sigma_2$. This closes the induction. \hfill \[ \Box \]

In fact, since we have not proved any commutativity and associativity properties for the external and internal choice operators, the formula does not define one single contract, but let us just say we take one of the possibilities.

Theorem 3.17

Proof. A maximal computation of the system $P \parallel Q$ is a sequence of systems $P_1 \parallel Q_1, \ldots, P_n \parallel Q_n$ such that $P_1 = P$, $Q_1 = Q$, for every $i \in \{1, \ldots, n - 1\}$ we have $P_i \parallel Q_i \rightarrow P_{i+1} \parallel Q_{i+1}$, and $P_n \parallel Q_n \rightarrow$. The proof is by induction on $n$.

If $n = 0$, then $P \parallel Q \rightarrow$. We have two possibilities: if $P \rightarrow$ then by definition $P \vdash \sigma Q$. So let us suppose, by contradiction, that whenever $P \vdash \sigma Q$ we have $Q \vdash \sigma$. Since $\vdash P : \sigma$ and $\vdash Q : \sigma'$ this means that for any ready set $R$ of $\sigma$ there is no ready set $S$ of $\sigma'$ such that $R \cap S \neq \emptyset$, but this is absurd from the hypothesis that $\vdash \sigma \vdash \sigma'$. If $n > 0$, assume that the theorem is true for any computation of length $n - 1$. We have three cases:

$\struct P \rightarrow P'$ Assume $P' \vdash \sigma''$, then from the consistency condition 2 we have that $\vdash \sigma''$ and from Lemma 3.16 we obtain $\vdash \sigma'' \vdash \sigma'$. By the induction hypothesis we conclude that $P' \vdash \sigma'' Q$ hence $P \vdash \sigma'' Q$.

$\struct Q \rightarrow Q'$ Assume $Q' \vdash \sigma''$, then from the consistency condition 2 we have that $\vdash \sigma''$. Since $\vdash \sigma''$ implies $\vdash \sigma' \vdash \sigma$, from Theorem 3.5 we conclude that $P \vdash \sigma'' Q$ hence $P \vdash \sigma'' Q$.

$\struct P \vdash P'$ and $\struct Q \vdash Q'$ Assume that $P' \vdash \sigma''$ and $Q' \vdash \sigma'''$. From the consistency condition 3 we have that $\vdash \vdash \vdash \sigma'' \vdash \sigma' \vdash \sigma'''$. From Lemma 3.16 and Theorem 3.5 and from the definition of strong compliance we have that $\vdash \sigma'' \vdash \sigma'''$. The computation starting from $P' \parallel Q'$ has length $n - 1$, by the induction hypothesis we have $P' \vdash \sigma'' Q'$ so we conclude $P \vdash \sigma'' Q$. \hfill \[ \Box \]