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1. Introduction

Finite Automaton (FA) is one of the simplest computing model in computer
science. For a long time, researcher have studied it and its derivated forms: de-
terministic/nondeterministic, one-way/two-way, pushdown, self-verifying, multi-
head, probabilistic. . . However, despite the simplicity of the model, a lot of
relevant questions remain open.

During the 6-months intership I did in LIAFA, under direction of profes-
sor C. Choffrut, I worked on Communicating Finite Automata System (FAS
for short), which is a parallel improvement of the classical FA. (In particular,
FASs accept at least the class of regular languages.) This computing model
was introduced by T. Jurdzinski at the end of the XX-th century [32]. FASs
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are synchronized1 parallel automata working on a shared read-only input, which
are allowed to communicate each other, thanks to their transition functions. As
for the classical FA, one may consider deterministic/nondeterministic or one-
way/two-way versions of the model. Another point of view is to see FASs as
multi-head automata, but with separate finite controls and transition functions
for each head, then communications are not done by sharing state information
rather by sending (broadcasting) messages. The goal of having introduced such
a difference to multi-head automaton, is to save a control on the the number of
communications in order to limit it: clearly, if this communication number is
unbounded, then FASs are equivalent to multi-head FAs. It is well known that
in parallel computing, the cost of communications is much more relevant than
that of the local computing. Therefore parallel devices with bounded commu-
nication raise interesting questions in Complexity Theory: what problems can
solve a FAS if it mays exchange at most a fixed number of messages?

T. Jurdzinski proved that there exists a gap betweenO (1) andO (logn) mes-
sages (resp. O (log log logn)) where n is the size of the input, for the one-way
(resp. two-way) FAS [32, 33]. He also exhibates an example of one-way deter-
ministic FAS, with only two automata and with communication bounded by
1 (i.e. at most one message is sent in each computation) that accepts a non-
regular language. However its witness language (which is in fact the well known
anbn language) is define over two-letters alphabet. In the litteratur we may find
several interesting differences between result on unary (also called Tally) lan-
guages (i.e. languages defined over a one-letter alphabet) and that on languages
defined over bigger alphabet. The probably most famous example of such a
difference is the collapse between regular and context-free language classes in
unary case [20]. Starting with these observations in mind, one may raise the
question of what may accept unary FASs with bounded communications. I
started the internship with the following quadruple conjecture:

Conjecture 1. If a Tally language L is accepted by a one-way/two-way de-
terministic/nondeterministic FAS with communication bounded by a constant,
then L is regular.

In fact, the one-way case turn out to be already solved by M. Harrisson &
O. Ibarra [24]. They proved a more general result: one-way nondeterministic
multi-head automata over unary alphabet accept exactly the class of regular lan-
guages. Hence in that case (one-way), the number of communications exchanged
by the automata surprisely does not affect the power of the computing model.
In contrast, for the two-way case, we proved that log(n) communications suffies
to deterministically accept a non-regular Tally language (see Section ??). The
problem turn out to be more difficult than expected. We find a positive answer
to the Conjecture 1 for the case of two-way deterministic FAS. Nevertheless,

1T. Jurdzinski studied non-synchronized systems too [34], but these models turn out to
be more complicated to describe and not so interesting. In this report we only consider
synchronized systems.
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the problem for the two-way nondeterministic case remains open.
I start by giving some formal definitions and basic remarks in automata

theory in Section 2, introducing also a new variant of the model, which will
be usefull for our proof. Then I will prove our main result (positive answer
to Conjecture 1 for the two-way deterministic case) in two time in Section 3.
Finally I will give others remarks and research experience I had during this
internship, raising some other questions in relation with the topic, in Section 4.

2. Definitions, notations and first results

2.1. Generalities
2.1.1. Words and languages

We suppose the reader is familiar with Language Theory, in particular we
do not do any recalls on definitions of context-free or regular languages classes.
Our notations are usual: ε is the empty word; |u| is the length of word u; u[i]
is the i-th letter of word u; uv is the concatenation of words u and v; ui is
the i-th iterate of self concatenetion of word u (u0 = ε); the language L · L′ is
the set {uv / u ∈ L, v ∈ L′}; the language Li is the set {u1u2 . . . ui, ∀j uj ∈ L}
(L0 = {ε}); L∗ is the union for i ∈ N of Li.

We say that a word (resp. language) is unary (we also speak about Tally
languages), if it is defined on a one-letter alphabet. The only interesting thing
for a unary word is its length. Hence we will assimilate unary language with
integer set (i.e., the set of lenght of words from the unary language).

2.1.2. Finite automata
We give here some basic definitions in Automata Theory. We recall that a

finite automaton (in its more general form) is a 5-tuple (Q,Σ, q0, F, δ) where Σ
is the input alphabet, Q is the finite set of states containing the initial state q0
and the subset of accepting states F , and δ is the transition function. At each
step, the automaton reads the symbol scanned by the input head, and thanks to
its current state, it moves its input-head backward, forward or keep it in place,
and change its state according to its transition function. For computation on an
input word w ∈ Σ∗, the input tape contains a w `, where a and ` (not belonging
to Σ) are respectively the left and right endmarkers. We forbid the transition
function to move the input head right (resp. left) from the right (resp. left)
endmarker, hence the input head is not allowed to move out the input word.

A configuration (of an automaton on a word) is a couple (q, x) of Q ∗
{0, . . . , n+ 1} where n is the length of the input word, q is the current state
and x is the current head position (x = 0 (resp. n+ 1) holds for the left (resp.
right) endmarker). The initial configuration is (q0, 0), a border configuration is
a configuration (q, p) where p is either 0 or (n+ 1). An accepting configuration
is a configuration (q, n + 1) with q ∈ F . From the transition function, we can
define the relation → on configurations (note that the relation depends on the
input word). →∗ denote the transitive closure of →. The automaton accepts
a word w of size n if and only if (q0, 0) →∗ (qf , n + 1) for some qf ∈ F . The
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accepted language is the set of all accepted words. A computation is a maximal2
sequence of (→)-successive configurations. A computation is said accepting if it
contains an accepting configuration.

We distinguish several particular cases of automata:

• deterministic/nondeterministic: whether maxq,c |δ(q, c)| ≤ 1

• one-way/two-way: whether backward moves of the input head are allowed

• sweeping: if the input head can change directions (forward/backward)
only at the endmarkers. In that case we call traversal a computation path
that starts from and ends by border configurations without encountring
border between them.

• unary: if |Σ| = 1

In name of machines, we will use conventional letters or numbers: 1 (resp. 2) for
one-way (resp. two-way), U for unary, D (resp. N) for deterministic (resp. non-
deterministic), S for sweeping. The order is chosen by the author in order to
make pronunciation easier, however 1-or-2 takes the first place while D-or-N
are placed just before FA which is naturally always at the end, in order to
save known structures on short names. For example, a 2SUNFA is a two-way
sweeping unary nondeterministic finite automaton.

2.1.3. Known results
We give now some classical results. The first theorem is an old result (prob-

ably the oldest one) in Automata Theory. It answers the question of what is the
computational power of FA model, while it caracterizes regular language class.

Theorem 1. Finite Automata accepts exactly the class of regular languages.

From this, it is easy to prove the famous Pumping Lemma:

Theorem 2 (Pumping Lemma). If a language L is regular, then there exists a
constant N such that for every word w in L of length at least N , we can write
w = xyz (i.e., w can be divided into three substrings), satisfying the following
conditions:

• |y| ≥ 1

• |xy| ≤ N

• for all i, xyiz is in L.

In the general case the converse of the lemma is not true, however, as said in
introduction, the unary case has big differences. In fact for unary language, the
converse turn out to be true.

2 This sequence may be infinite, however one may force accepting computation to be finite
by set transition from accepting configurations (position n+ 1 is ensured by `) to ∅.
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Theorem 3. A unary language L is regular if and only if it satisfies the Pump-
ing Lemma.

Another result on unary languages is the collapse between regular and context-
free classes. It can be proved from the previous Theorem and an analog form
of Pumping Lemma, for context-free languages.

Theorem 4. Over one-letter alphabet, regular and context-free languages coin-
cide.

2.2. Finite Automata System
2.2.1. General definitions

We now present a parallel improvement on FAs. Several automata A[1], . . . ,A[k]
work on a same input tape. We want to give the possibility to each automaton
to send and receive informations (i.e., state). Suppose M is the message vector
set (common for every automata), that we will describe below. For m ∈ M ,
each coordinate m[i] corresponds to message sent by automaton A[i] (Nil, if no
message is sent). A = (Q,Σ,M, q0, δ, ν) is a k-communicating finite automaton
(k is the size of vectors of M) if δ is a function from M ∗Q ∗ (Σ ∪ {a,`}) into
P (Q ∗ {−1, 0,+1}) and ν is a function from Q ∗ (Σ ∪ {a,`}) into3 {0, 1}. If
the communicating finite automaton is in state q with its input head scanning
symbol c, then in a first time it decide using ν whether it sends a message or
not: if ν return 1 then it sends message q, else it do not send message (i.e.,
Nil). In a second time it receives message vector (of size k), and use δ to decide
what state it enters and how it moves the input head.

We are now able to define k-Communicating Finite Automata System (FASk).
A FASk is couple (A, F ) where A = (A[1], . . . ,A[k]) is a family of k k-
communicating finite automata, and F ⊂ Q[1] is the set of accetping states
(Q[1] is the state set of A[1], and more generally we use the notation X[i] for
component X of A[i]).

The message vector set M is equal to Πi(Q[i] ∪ {Nil}) i.e., its coordinates
are either a state of the corresponding automaton or Nil. We designate by Nil
the message vector where every coordinates are Nil.

A global configuration of a FASk on a word w of length n is a couple of
vectors of size k (q,p), where q is the vector of state and p is the vector
of positions (integers from {0, . . . , n+ 1}). The initial global configuration is
c0 = (q0,0). (q,p) is said accepting if q[1] ∈ F and p[1] = (n + 1). As for
simply case, we are able to deduce from a FAS a relation →, depending on the
word, such that c→c′ if the system reaches global configuration c′ from c in one
step. →∗ is the transitive closure of →. The system accepts a word if c0→∗c
for some accepting global configuration c. Global computation is defined as for

3Here we force ν to be deterministic, for more clarity. It is easy to see that, nondeterminism
of δ may simulate nondeterminism of ν. Hence we make our assumption without loss of
generality. A good question about the converse case (δ deterministic and ν nondeterministic)
is raised in Section 4.
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simply automaton i.e., it is a sequence of (→)-successive global configurations,
starting from the initial one.

A communicating step (resp., border step) is a step c→ c′ where the message
vector m is different from Nil (resp., at least one head is positionned on an
endmarker). The number of message of a global computation is the sum over
each step of the computation of the number of coordinates unequal to Nil, in
exchanged message vectors. We say that a system has communication complexity
Φ if for each accepted word w there exists an accepting computation which uses
at most Φ(|w|) messages. In particular, we will study system with constant
communication complexity.

2.2.2. One-way Unary Finite Automata System
Over one-letter alphabet, if each automaton component of a system is one-

way (i.e., the system is a 1UFAS), then the communication complexity does
not influence the computational power of the model. This holds even in both
deterministic and nondeterministic cases.

This result follows a general result on unary multi-head FAs, proved by
Ibarra and Harrison.

Corollary 1. If a language is accepted by a 1UFAS, then it is regular.

So our subconjecture 1 on one-way systems is already solved. From now, we
work only on two-way systems (omitting number “2” in short names).

2.3. Tri-phase Sweeping Unary Finite Automata System
Let us now focus on the deterministic case. First, observe behaviors of

deterministic finite simple automata over unary input (i.e., UDFA). Because
the input alphabet contains only one letter, the input head can not observe
differences between positions inside the word. Hence the most relevant steps in
a computation are those that reach or leave a border configuration. Suppose
we start computation from a border configuration (qb, pb) on a large enough4

input w, and observer the 2 ∗ |Q| following steps. There are three main cases:

1. either the input head is moved again to the border position pb in less than
2 ∗ |Q| steps,

2. or, it enters a deterministic loop in less than |Q| steps i.e., (pb, pb)→≤|Q|
cl →s cl for some non-border configuration cl and some constant s.

3. or the automaton enters a state-loop i.e., the automaton reaches in less
than |Q| steps a configuration (ql, pl) such that (ql, pl)→s (ql, p′l), for some
s and p′l 6= pl.

Behavior (2) may be seen as a particular case of Behavior (3) with pl = p′l.
However it is interesting to separate this behaviors, because behavior (2) does
not allow the automaton to ever reach a border configuration again.

4By large enough, we mean that the length of the input is greater than |Q| + 1.

7



Between two border configurations (so behavior (2) cannot happen) beha-
vior (1) gives an information of the form |w| > m for some constant m bounded
by |Q|, while behavior (3) gives an information on congruence of |w| modulo
the speed (also bounded by |Q|).

2.3.1. Tri-phase Sweeping Unary Deterministic Finite Automata
As describe above, the behavior of simple UDFAs may be easily described.

Hence the work of such an automaton is well known. In the litterature we find
simplification and normal forms for this model (see for example [? ]). However in
order to study UDFA systems, we have to preserve the “speed of computation”,
because of synchronism. That is why we introduce here a new model, which can
be seen as a normal form for UDFAs.

We define Tri-phase Sweeping Unary Finite Automata (TSUDFA for short),
which are deterministic sweeping automata over one-letter alphabet, that works
for each traversal in three successive phases over large enough input:

• Prefix phase: during this phase, the automaton move its input head in
the same direction (d ∈ {−1, 0,+1}) at each step

• Wait phase: during this phase, the automaton does not move its input
head

• Loop phase: the automaton enters a state-loop, in which using d- (the
same d as in Prefix phase) and 0-moves, it moves at a “constant speed”.

Formally such an automaton is defined using several state sets and a move
function, as follow:

Definition 1. (P,W,L1, L2,m,Σ, q0, F, δ) is a TSUDFA if and only if:

• P , W , L1 and L2 are disjoint finite state sets (let be Q = P ∪W ∪L1∪L2)
and Σ is a single-letter alphabet (let us denote by ‘a’ its only symbol)

• ((Q ∗ {−1, 0,+1}),Σ, (q0,−1), F, δ) is a unary 2DFA (we call direction
the {−1, 0,+1} state component)

• for each q ∈ Q, if δ((q,−1),a) (resp. δ((q,+1),`)) is equal to ((q′, d′), d)
then d′ = d = +1 (resp. −1) and q′ ∈ P .

• for each q ∈ P (resp. q ∈W ) there exists a finite state sequence {q1, . . . , qπ+1}
such that:

– q1 = q

– ∀ 1 ≤ i ≤ π, qi ∈ P (resp. qi ∈W )
– qπ+1 ∈W (resp. qπ+1 ∈ L1)
– ∀ 1 ≤ i ≤ π, ∀ d ∈ {−1, 0,+1}, δ((qi, d), a) = ((qi+1, d), d′) with
d′ = d (resp. d′ = 0).
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• Let be L = L1 ∪ L2. m is a function from L into {0, 1} and for each q in
L there exists a finite state sequence {q1, . . . , qω+1} in L such that:

– q1 = qω+1 = q

– ∀ 1 ≤ i ≤ ω, ∀ d ∈ {−1, 0,+1}, δ((qi, d), a) = ((qi+1, d), d ∗m(qi))
– ∃ 1 ≤ i ≤ ω, qi ∈ L1

– if q ∈ L1, then for each 1 ≤ t ≤ ω,
∑t
i=1m(qi) =

⌈
t ∗
∑ω

i=1
m(qi)
ω

⌉
.

In computation of such a model, the input head works in a sweeping manier,
because of the direction component and reversals at the endmarkers. Remark
first that the assumption about endmarkers transition enforces the input head
to leave an endmarker in at most one step. Observe also that deterministic loops
are not forbidden (just see the case m(qi) = 0 for each i in a state sequence of
L, as in Definition). Hence the automaton, starting from a configuration, has
two types of behavior:

1. either it does a (possibly partial) traversal of the input word, until it
reaches an endmarker (with all move of the input head in the same direc-
tion, given by the direction component)

2. or, after a constant number of steps, it loops inside the input word, without
moving its input head.

More precisely, from each configuration, after at most |P | + |W | steps, if
the input head has not reached an endmarker, the automaton enters a state-
loop of fixed period size (at most |L|). In Definition, the last condition on
state sequence starting from q ∈ L1, ensure us to have some kind of constant
speed (see variable t as a number of steps since 1

ω ∗
∑ω
i=1m(qi) is the speed

average over one state-period). This speed may be equal to 0, in case of real-
loop (behavior (2) described above). The goal of the following Lemma is to
describe these behaviors (and define the notion of speed).

Lemma 1. Let (P,W,L1, L2,Σ, q0, F, δ) be a TSUDFA and let w be a word
of length n. For each state (q, d), there exist positive integers π1 < π2 and
ω > ∆ such that for every head position p on w (0 ≤ p ≤ (n + 1)) and for all
s ∈ N, if A performs s steps from Configuration ((q, d), p) without encountring
an endmarker then

• if s < π1 then the input head is in position p+ s ∗ d.

• if π1 ≤ s < π2 then the input head is in position p+ π1 ∗ d.

• if π2 ≤ s then the input head is in position p+ (π1 +
⌈
(s− π2) ∗ ∆

ω

⌉
) ∗ d.

We call speed the rational ∆
ω , and for each x ∈ {π1, π2,∆, ω} and q ∈ Q

and d ∈ {−1, 0,+1}, we use the notation x(q, d) to refer the corresponding
parameter.
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Proof. The Lemma statements directly result from Definition 1. See π1 as the
length of the Prefix phase sequence, in fact exactly the “π” for sequence start-
ing in q ∈ P from Definition (0 if q /∈ P ) and π2 as the length of both Prefix and
Wait phase sequences, that is the sum of two “πs”, as in Definition, for two con-
nected (Prefix and Wait) sequences starting in q (0 if q /∈ P ∪W ). Consider
ω as the period of the state-loop sequence (the minimal “ω” in Definition) and
∆ as the number of move (in direction d) in exactly one such period (that is
“
∑ω
i=1m(qi)” in Definition).
Therefore depending on which phase the automaton is performing after

s steps (and supposing it does not reach an endmarker during these steps),
we obtain respectively the three statements of the Lemma.

From this Lemma, we are now able to compute from each configuration
c = ((q, d), p) the number nextborder(c) of steps needed by the automaton in
order to reach the next endmarker (in case of deterministic loop, we set it to
+∞). In fact, in the case where p + π1 ∗ d ≤ 0 (resp., p + π1 ∗ d ≥ n + 1) it
is easy to see that nextborder(c) is equal to the minimal s in {1, . . . , π1} such
that p+ s ∗ d is equal to 0 (resp., n+ 1). In the other case, it can be found by
solving the following equation:

p+ (π1 +
⌈

(s− π2) ∗ ∆
ω

⌉
) ∗ d =

{
0 if d = −1

n+ 1 if d = +1

Thus we obtain the following corollary.

Corollary 2. For each state (q, d), one can find a rational α and an integer β
such that for each head position p, supposing d = +1 (resp. −1) if (n−p) (resp.
p) is larger than π1(q, d), then nextborder((q, d), p) is equal to α ∗ (n − p) + β
(resp. α ∗ p+ β).

Proof. The proof is a simply solve of the previous equation.

The following remark is a particular case of this corollary (and first case,
where p+ π1 ∗ d is smaller than 0 or greater than (n+ 1)):

Remark 1. If p is an affine function of n, then nextborder(q, d) may also be
exprimed as an affine expression of n.

2.3.2. Tri-phase Sweeping Unary Deterministic Finite Automata Systems
We now define TSUDFA System, in which each automaton component is a

TSUDFA (with transition function δ[i] considered with communication vector
Nil). In particular, each component may change its direction only if its heads
is reading an endmarker or if a message is sent (M 6= Nil). Without loss of
generality, we suppose that for each automaton A[i], each state q of Q[i], each
input symbol x and each communication vector M 6= Nil, δ[i](q,M, x) = (q′, d′)
implies that q′ ∈ P[i] (this can be done by adding two copies of each state not
in P[i], in P[i] and W[i]).
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Let us fix a TSUDFAS S accepting a language L. On computation over
a input word w, we consider communication events and border events, that
designate respectively when communication or border step occur. Between two
successive such events, the behavior of each TSUDFA component is determinis-
tic and described previously. Hence we search now to describe the configuration
of the system at a particular event (i.e., communication or border event), in
function of the configuration of the system at the previous one.

Lemma 2. In each computation, the number of steps between two successive
communication events is bounded by some function affine in n.

Proof. Using the fact that at least one automaton does not loop between two
successive particular event (at least one automaton will send a message in the
next communication event), this result is a direct consequence of Corollary 2.

From this Lemma, one may easily prove the following corollary:

Corollary 3. In every computation, between two successive communication
events, there are a bounded number of border events.

As a particular case of this result, the following corollary is one of the key
point used in Section 3.

Corollary 4. If the system has a constant communication complexity, then the
total number of particular events is also bounded by a constant.

3. Main Result

Our goal is now to prove, in a first time, that TSUDFA system with a
constant number of communication accepts only regular languages. In a second
time we will prove that every 2UDFAS can be simulated by a TSUDFAS with
a linear increase in the number of communication. These two points directly
imply the following theorem:

Theorem 5. Every language accepted by a 2UDFAS with a constant number
of communication is regular.

3.1. TSUDFAS with a constant number of communications
Theorem 6. If a language L is accepted by a TSUDFAS with a constant
communication complexity, then L is regular.

Proof. Let (A, F ) be a TSUDFASk accepting a language L. Suppose (A, F )
has constant communication complexity i.e., there exists a constant C such
that for each input word, computation (recall TSUDFASs are deterministic
machines) uses at most C messages (one may suppose that a counter of messages
is saved in state information, in order to force every computation to use exactly
C messages).
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We will find a finite regular partition R of Σ∗ such that knowing that a
word w belongs to some regular language L of R, one can find a Presburger
Formula depending only on the size n of w (the only free variable), such that
the formula is true if and only if w is accepted by (A, F ) i.e., w ∈ L. By
Theorem ??, this implies that L ∩ L is regular. Hence, because regular class is
closed under finite union,

⋃
L∈R(L ∩ L) is regular. Finally, this will be implies

that L is regular, because R is a partition of Σ∗.

By Corollary 4, there is a finite number T ≥ C such that in each accepting
computation there are at most T particular events. Without loss of generality
suppose that there are exactly T particular events in every accepting compu-
tations (one may enforce this property by sending message at each particular
event, counting them and add some messages at the end if necessary).

First, we prove the following lemma:

Lemma 3. There exists a regular partition {L1, L2, . . . , LΦ} of Σ∗ such that,
for each i ∈ {1, . . . , k} and t ∈ {1, . . . , T} there are computable functions:

• αt[i] from {1, . . . ,Φ} to Q ∩ [0, 1]

• βt[i] from {1, . . . ,Φ} to Z ∩ [(|Q| ∗ t) , (|Q| ∗ t)]

• γt[i] from {1, . . . ,Φ} to Q

such that for each w ∈ L of size n, w ∈ Lj implies that when the t-th particular
event occurs automaton A[i] is in state γt[i](j) with its input head reading the
(pt[i](j) = αt[i](j) ∗ (n+ 1) + βt[i](j))-th symbol of the input (so in particular
pt[i](j) has to be an integer of the interval [0;n+ 1]).

Proof. In order to prove this Lemma, we prove by induction on 1 ≤ τ ≤ T that
there are Φτ , Rτ = {Lτ1 , . . . , LτΦτ } and functions (ατ [i])1≤i≤k, (βτ [i])1≤i≤k and
(γτ [i])1≤i≤k satisfying the Lemma statement.

If τ = 1, we just have to look at the initial configuration, which is the first
particular event. So, according to the definition, we can set Φ1 = 1, R1 = {Σ∗},
and for each i: α[i]1(1) = β[i]1(1) = 0 and γ[i]1(1) = q0[i]. Trivialy these
partition and functions satisify the Lemma statement.

Suppose now that for 1 ≤ τ < T , we have Φτ , Rτ = {Lτ1 , . . . , LτΦτ } and
functions (ατ [i])1≤i≤k, (βτ [i])1≤i≤k and (γτ [i])1≤i≤k satisfying the statement
of the lemma. Let be w ∈ L of size n. Let j be such that w ∈ Lτj . Let cτ be the
configuration of the system when the τ -th event occurs. Positions (resp. states)
of the automata in cτ are given by (pτ [i](j) = ατ [i](j) ∗ n + βτ [i](j))1≤i≤k
(resp. (γτ [i](j))1≤i≤k).

Without loss of generality, we suppose that n is large enough to ensure that
for each i, pτ [i](j) (resp. n − pτ [i](j)) is less than |Q| implie that ατ [i](j) is
equal to 0 (resp. 1).

Now we look at the successor configuration of cτ , called cs(τ). Observe first
that we can compute it from (pτ [i])i and (γτ [i])i, and we can find γs(τ)[i] and
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βs(τ)[i] (αs(τ)[i] = ατ [i]) such that ps(τ [i] = αs(τ)[i] ∗ (n + 1) + βs(τ)[i] is the
position of automaton A[i] in configuration cs(τ) and γs(τ)[i] is its state. There
are two possible cases:

• If cs(τ) is a border or communicating configuration, so we have already
reached the next particular event, then we can conserve the same regular
partition (Lτ+1

i = Lτi ), and set Xτ+1
i to Xs(τ)

i for X ∈ {α, β, γ}.

• Else, from this configuration each automaton works independently until
the next particular event. (This first step (from cτ to cs(τ)) ensure that
each automaton already took into account the possible messages of the
τ -th particular event.)
Let be E ⊂ {1, . . . , k} ∗ N such that (i, x) is in E if and only if for every
large enough input word w ∈ Lj of size n, starting with head positionned
in αs(τ)[i]∗ (n+ 1) + βs(τ)[i] and state γs(τ)[i], supposing no messages are
sent by others automata, automaton A[i], reaches in x steps a border or
communicating configuration for the first time. Observe that x has to be
the same for every large enough input word of Lj (so it depends only on
j).
The set E is the set of indices of automata of the system, which, starting
in configuration cs(τ) may provocate a particular event in a number of
steps non depending on n. This set is trivially computable from (ατ [i])i,
(βτ [i])i and (γτ [i])i by a simple simulation of local machines.
Suppose E 6= ∅. Then we can find the minimal x, such that there is i0 (non
necessary unique) such that (i0, x) is in E. This means that, over large
enough input, starting from cτ , the system, after having performed exactly
(x + 1) steps enters the (τ + 1)-th particular event, which is provocated
by (at least) Automaton A[i0].
We can find for each automaton A[i], the state qi it enters after x local
steps starting from cs(τ), and the length ∆i and direction di of the cor-
responding head move. Both values are independent on n, because x is a
constant.
Hence, we can set:

– Φτ+1 = Φτ

– Rτ+1 = Rτ

– ∀ i ατ+1[i] = ατ [i]
– ∀ i βτ+1[i] = βτ [i] + ∆i ∗ di
– ∀ i γτ+1[i] = qi

which satisfies the statement at rank τ + 1.
In the last case (E = ∅), the (τ+1)-th particular event happens after more
than |Q| steps. So, each automaton enters in a state-loop. Hence according
to Remark ??, there exist for each i, two constant of same sign: σi and
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µi, such that if the automaton A[i] don’t receive messages, it reaches the
next endmarker in exactly σi∗(n+1)+µi steps. Hence, there exists j such
that, for large enough n, Aj is (one of) the first automaton to reach the
endmarker. Hence we know sτ = σi ∗ (n+ 1) +µi+ 1, the number of steps
required to perform computation part between particular events τ and (τ+
1). Then, according to Lemma 1, for each automaton A[i] the position
pτ+1[i] of the input head can be computed from three constants π1 <
π2 < |Q| ∈ N and v ∈ Q ∩ [0, 1] by pτ+1[i] = pτ [i] + π1 + bv ∗ (sτ − π2)c
and the state depends only on the sτ mod l, for some known constant l.
So, using the linear expression of sτ , one can find a regular finite partition
which give us the required information to compute position and state of
automata at (τ + 1)− th particular event. Thus, by doing intersection of
this partition and Rτ , we obtain a new finite regular partition Rτ+1 =
{L1, . . . , LΦτ+1} for which we can compute functions (ατ+1[i])1≤i≤k, (βτ+1[i])1≤i≤k
and (γτ+1[i])1≤i≤k such that:

w ∈ L ∩ Lj ⇒


∀ 1 ≤ i ≤ k,

when the (τ + 1)− th particular event occurs,
A[i] has its input head in position :

ατ+1[i](j) ∗ (n+ 1) + βτ+1[i](j)
and its state is γτ+1[i](j)

This concludes our induction and therefore the proof of Lemma 3.

So, now we have from previous lemma, a regular partition R (of size Φ), and
functions (Xt[i]) 1≤i≤k

1≤t≤T
for each X ∈ {α, β, γ}, which describe every particular

configurations in accepting computation.
Observe that because R is finite and T is constant, we have a finite number

of parameters. So we can compute and save them in a three dimensional matrix.
By multipliying each parameters by a constant, we may work only with integers.

Suppose w (of size n) belongs to some regular language L of partition R. w
is accepted by (A, F ) if and only if αT [1] ∗ n + βT [1] = n + 1 and γT [1] ∈ F .
Finally L is equal to the union of languages Lj from R, such that αT [1](j) = 1,
βT [1](j) = 1 and γT [1](j) ∈ F . Thus L is a finite union of regular languages,
so L is regular.

3.2. 2DFAS simulation by TSUDFAS
In order to prove Theorem ??, we have to prove that each 2UDFAS with

constant communication complexity may be simulated by an equivalent TSUDFAS
with constant communication complexity. This is directly implied by the fol-
lowing theorem.

Theorem 7. For each 2UDFASk with communication complexity f(n) there
is an equivalent TSUDFASk with communication complexity g(n), f(n) =
O (g(n)).
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To avoid technical details, we give here only main ideas of the proof ; please
look at figures.

Proof. Let us fix a 2UDFASk (A, F ). Suppose it has constant communication
complexity. Recall that, because the alphabet has only one letter, the local be-
haviors over large enough input words are simple (see description in Section ??).

We have to transform locally each component in order to make it sweeping
and three-phase.

Observe behavior (3) (from description of Section ??). There already exists
two phases, one prefix and one state-loop (if prefix does not exist, we can dupli-
cate states of the loop to simulate prefix phase, whitout changing information
and computational speed).

• First we change the move order in prefix phase (see Figure 1). We start
traversal with all steps which move the input head. Then we stay in place,
waiting for the time of the end of prefix phase. Thus the input head
is always in advance compared with original computation, and it never
perform backward moves. We have created our Prefix and Wait phases,
like in TSUDFA definition (see Definition 1). At each step, the original
state information is saved in state (i.e., we just change moves).

• In a second time we modify the state-loop, in order to eliminate backward
moves. See on Figure 1 the asymptotic line to the head move. We want to
follow this line, with same rate, approaching the original moves by excess,
in order to have the simulating head always in advance according to the
original one. This will create the Loop phase of TSUDFAs.

Behavior (2) may be simulated with the same method. For this case, the
loop has to be in place, at the extremal position of the head (see Figure 2).

The last behavior (i.e., Behavior (1)), has to be recursively simulated. In
less than 2∗|Q| steps, the head is reading the initial endmarker again. Hence we
study the Hence, in at most 2 ∗ |Q| ∗ |Q|, the automaton has entered a different
behavior (i.e., (3) or (2)), or it has entering a deterministic loop, which rebounds
on the endmarker. These two cases are treated separately.

For the first case, we can simulate the new behavior, inserting in wait phase
a lot (but a constant number) of states, which will give us the possibility to
wait for the good time for start state-loop (see Figure 3). For the second case,
because we want to forbid to visits to many times an endmarker (see Lemma ??),
we have to loop, on place (because of sweeping), inside the word (see Figure 4).

After all these transformations, at each step, the each simulating component
knows the state of the simulated component, and its input head is positionned
at a constant distance of the simulated head. Hence in a constant bounded
number of steps, each component is able to retrieve the configuration of the
original machine.

Now, we have to take into account the messages. This can be done by
the same method, however if message are received in midle of input (not at
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endmarkers), backward moves may be important, because they can test that an
endmarker is far enough from the current position (see Figure ??).

That is why we simulate this part of computation in two times, sending
another message after performed a constant number of steps after each com-
municating event. (So here, we add some steps, and we multiply by two the
number of messages.)

By construction, the simulating machine accepts the same language as the
initial UDFAS. This concludes our proof.

4. Conclusion

In this 6-months internship, I solved a part of our initial conjecture: Two-way
Communicating Unary Deterministic Finite Automata Systems accepts only
regular languages. The nondeterministic case remains unsolved. We have tried
several approaches to solve the problem, like generalisation or particular case.

The proof of Section ??, comes from the second approach (i.e., we look first
at pseudo-sweeping deterministic finite automata systems, and then we find the
second part of the proof (Section ??) that finished the proof of Theorem ??).

Generalisation turn out to be very difficult, because the work area is very
tight: we know that for non unary alphabet the conjecture is false5. If we try
to increase the number of messages, we know that there is a 2UDFAS2 which
accepts nonregular language

{
12n / n ∈ N

}
. We conjecture that there exists a

gap between constant and logarithmic communication complexity.
In order to solve the conjecture in nondeterministic case, we will try to limit

nondeterminism to communication function ν. Thus, between two messages,
each automaton component of the system will have a pseudo-deterministic be-
havior (in fact, if an automaton does not receive a message, it “knows” how
others are working). This is an interesting question, but we do not have any
result about this particular case for the moment.

This internship has increased my experience in Automata Theory, and more
generally in Research Work. I had the chance to participate to the french École
Jeunes Chercheurs en Informatique et Mathématiques where I presented results
from the previous internship (so I did my first presentation in an official work
shop).

I knew to kind of difficulties during the internship. I had difficulties to find
ideas to approach our main problem. That is why I read (or take a look) at many
papers (see Bibliography). I had also a lot of difficulties to formally write proof
and to write this report, because of abondance of technical details, particular
cases and because of time.

5Even with only one occurence of a different symbol in each word of a language, 2UFASs
will accept nonregular languages (see for example {1n#1m} which is analog to anbn). I
studied this kind of languages during my internship. Other more strange languages may be
accepted, for example {1n#1m / gcd(n,m) = 1}.
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I will continue to work in the subject, and try to solve the Conjecture 1 in
its general form.
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Figure 1: Behavior (3) (from left endmarker) simulated in a sweeping manier
in gray: initial prefix phase,
in blue: initial state-loop phase,
in dashed dark green: simulating Prefix phase,
in dashed green: simulating Wait phase,
in dashed red: simulating Loop phase,
and in orange: asymptotic speed.
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Figure 2: Behavior (2) simulated in a sweeping three phase manier
in gray: initial prefix phase,
in blue: initial loop,
in dashed dark green: simulating Prefix phase,
in dashed green: simulating Wait phase
and in dashed red: simulating Loop phase.
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Figure 3: Simulation of Behavior (1)
in gray: initial Behavior (1) (two times),
in light blue: initial Behavior (3),
in dashed dark green: simulating Prefix phase,
in dashed green: simulating Wait phase,
in dashed red: simulating Loop phase.
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Figure 4: Simulation of Behavior (1)
in gray: initial Behavior (1) in a loop,
in dashed dark green: simulating Prefix phase,
in dashed green: simulating Wait phase,
in dashed red: simulating Loop phase.
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