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1 Introduction

All semigroups and monoids except free monoids and free groups are assumed finite
in this paper. A monoid M divides a monoid N if M is a quotient of a submonoid
of N . The set of idempotents of a monoid M is denoted E(M). The word “variety”
will be used for pseudo-variety — that is, a collection of finite monoids closed under
division and finite direct product.

A block group is a monoid such that every R-class (resp. L-class) contains at
most one idempotent. Block groups form a variety of monoids, denoted BG, which
is the topic of this paper. More precisely, we want to make some comments on the
following cryptic line, which states that six apparently distinct varieties of monoids
are in fact all equal:

♦G = PG = J ∗G = J M©G = BG = EJ

As BG was already introduced, let us now briefly present the other five actors.
More detailed definitions will be given in the forthcoming sections. The variety ♦G

is the variety generated by Schützenberger products of groups, PG is the variety
generated by power groups, J ∗G is the variety generated by semidirect products of
a J -trivial monoid by a group, J M©G is the variety generated by Malcev products
of a J -trivial monoid by a group and finally EJ is the variety of monoids M such
that E(M) generates a J -trivial monoid.

All but one of these equalities were obtained by Margolis and the author around
1984 [16, 17], but the last missing inclusion J M©G ⊂ J ∗G resisted for seven years.
During these seven years, several fundamental results were obtained on the Malcev
product and the semidirect product and in particular on the varieties of the form
V∗G or V M©G. On the positive side, it was shown that the equality V∗G = V M©G

holds when the variety V is local in the sense of categories [39, 15]. On the negative
side, it was observed that in general, V ∗ G is a proper subvariety of V M©G. The
case of the variety V = J seemed to be a real difficult problem. On the one hand,
a deep result of Knast [13] showed that the variety J was not local and this led
Margolis and the author to believe that the inclusion J M©G ⊂ J ∗ G might be
proper. On the other hand, if the inclusion had been proper, power groups would
have satisfied other (pseudo)identities than the ones of BG.

As it happens often with difficult problems, the solution came from a more general
result, namely Ash’s proof of Rhodes “cover conjecture” [3, 4]. An account of the
discovery and the consequences of this result is given in [11]. The final solution
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given by Henckell and Rhodes [10, 11] combines Ash’s theorem, derived categories
and Knast’s result with a subtle computation on weak inverses.

The article is organized as follows. After a very short section of general defi-
nitions, block groups are defined in Section 3 and power groups in Section 4. The
Schützenberger product is introduced in Section 5 and the part of the proof that
makes use of language theory is presented in Section 6. Section 7 is devoted to
Malcev products and contains a short outline of the proof of Henckell and Rhodes.
A consequence of the equality BG = PG on ordered monoids is discussed in Section
8 and connections with topology are briefly mentioned in Section 9.

2 General definitions

We refer the reader to [5, 6, 12, 14, 22] for additional background material. Given
a subset P of a monoid M , 〈P 〉 denotes the submonoid of M generated by P . The
exponent of a semigroup S, that is, the smallest integer n such that sn is idempotent
for all s ∈ S, is usually denoted ω. The wreath product of two monoids M and N
is denoted M ◦ N . Finally, |X | denotes the number of elements of a finite set X .

3 Block groups

The term “block” refers to a little known result of R. L. Graham [7] on 0-simple
semigroups.

Theorem 3.1 Let S0 be a 0-simple semigroup and let T be the subsemigroup of S0

generated by the union of all maximal groups of S. Then the regular D-classes B1,
. . . , Bn of T have the following properties:

(1) each Bi is generated by the union of its maximal subgroups,

(2) for all i 6= j, BiBj = BjBi = 0,

(3) for all s ∈ S \
⋃

1≤i≤n Bi, s2 = 0.

The Bi’s are called the blocks of S0. It is easy to compute the blocks given the
egg-box picture of S. You are given two different kind of tokens, stars and circles.
First put a star and a circle in each H-class which is a group (that is, containing an
idempotent). Next, play the following game, as long as you can: each time there is
a star in Hi,j and circles in Hi,j′ and Hi′,j , add a circle in Hi′,j′ .

j j′

i
∗
◦ ◦

i′ ◦

→

j j′

i
∗
◦ ◦

i′ ◦ ◦

When the game is over, one gets the block structure of S.
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◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

◦ ◦ ◦

◦ ◦ ◦

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

∗ ∗

∗ ∗ ∗

∗ ∗

∗ ∗

∗ ∗

∗ ∗ ∗

∗

∗

Figure 3.1: The block structure of a 0-simple semigroup.

Let D be a regular D-class of a semigroup S. Then it is well-known that D0 =
D ∪ {0} is a 0-simple semigroup. Thus, one may define the blocks of the D-class D
as the blocks of D0. A block group is a monoid in which the blocks of every regular
D-class are groups. In this case, every element has at most one semigroup inverse
and every regular D-class can be represented as follows.

∗
G · · ·

∗
G · · ·

...
...

. . .

∗
G

Figure 3.2: A regular D-class of a block group.

Note that a regular monoid is a block group if and only if it is inverse. It
follows that M is a block-group if and only if every R-class and every L-class has
at most one idempotent. The following theorem of [16] summarizes some equivalent
formulations.

Theorem 3.2 Let M be a monoid. The following conditions are equivalent

(1) M is a block group,

(2) For every regular D-class D of M , D0 is a Brandt semigroup,

(3) For all e, f ∈ E(M), e R f implies e = f and e L f implies e = f ,

(4) For all e, f ∈ E(M), efe = e implies ef = e = fe.

One can also convert these conditions into equations as follows [16]. Recall that
xω can be interpreted as the unique idempotent of the subsemigroup of M generated
by x.

Theorem 3.3 Let M be a monoid. The following conditions are equivalent

(1) M is a block group,

(2) For all x, y ∈ M , (xωy)ω = (yxω)ω,

(3) For all x, y ∈ M , (xωyω)ω = (yωxω)ω,

(4) For all x, y ∈ M , (xωyω)ωxω = (xωyω)ω = yω(yωxω)ω,

3



(5) The submonoid 〈E(M)〉 is J -trivial.

The most difficult part of this theorem is (1) implies (5). One first shows by
induction on n that if M is a block group and e1, . . . , en are idempotents of M ,
then, for 0 ≤ i ≤ n, (e1 · · · en)ω = (e1 · · · en)ωe1 · · · ei. This shows that 〈E(M)〉 is
R-trivial and a symmetrical proof shows that 〈E(M)〉 is L-trivial.

It is easy to see that the collection BG of all block groups is a variety. If one
denotes by EJ the variety of monoids M such that E(M) generates a J -trivial
monoid, we obtain our first equality:

Proposition 3.4 BG = EJ.

4 Power groups

Given a monoid M , denote by P(M) (resp. P ′(M)) the monoid of subsets (resp. non
empty subsets) of M under the multiplication of subsets, defined, for all X, Y ⊂ M
by XY = {xy | x ∈ X and y ∈ Y }. For instance, if G is the trivial monoid, then
P(M) is equal to the monoid U1 = {1, 0} with multiplication given by the rules
1.1 = 1 and 1.0 = 0.1 = 0. If M is the cyclic group of order 3, Z/3Z = {0, 1,−1},
then P ′(M) has the following structure:

∗
{1}, {0}, {−1}

∗
{1, 0}, {0,−1}, {1,−1}

∗
{1, 0,−1}

Figure 4.1: The D-classes of P ′(Z/3Z).

The monoids P(M) and P ′(M) are related as follows

Proposition 4.1 For every monoid M , P ′(M) is a submonoid of P(M) and P(M)
divides P ′(M) × U1.

The following results summarize the local structure of P ′(M) when M is a group
[20, 16].

Proposition 4.2 Let G be a group and let X, Y ∈ P ′(G). Then

(1) the idempotents of P ′(G) are the subgroups of G,

(2) X R Y (resp. X L Y ) if and only if there exists g ∈ G such that Xg = Y
(resp. gX = Y ),

(3) X D Y if and only if there exist g1, g2 ∈ G such that g1Xg2 = Y . In particular,
if X D Y , then |X | = |Y |.

Corollary 4.3 Let G be a group and let H and K be two subgroups of G.

(1) H and K are D-equivalent in P ′(G) if and only if they are conjugate,

(2) Let D be the D-class of P ′(G) containing H. Then D0 is a Brandt semigroup of
size |G : N(H)| with structure group N(H)/H, where N(H) is the normalizer
of H.

This last property shows that P ′(G) is a block group [20].
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Corollary 4.4 If G is a group, then P ′(G) and P(G) are block groups.

Given a monoid M , denote by P1(M) the submonoid of P(M) consisting of all
subsets of M containing the identity.

Theorem 4.5 For every monoid M , P1(M) is a J -trivial monoid.

Proof. Let X, Y ∈ P1(M). If X J Y , then AXB = Y and CY D = X for some
A, B, C, D ∈ P1(M). In particular, A, B, C and D contain 1 and thus X = 1X1 ⊂
AXB = Y and Y = 1Y 1 ⊂ CY D = X . Thus X = Y .

For a group G, there is a nice connection between P1(G) and P ′(G).

Proposition 4.6 If G is a group, then P ′(G) is a quotient of a semidirect product
of the form P1(G) ∗ G.

Proof. Let G act on the left on P1(G) by conjugacy. That is, set g · X = gXg−1

for all g ∈ G and X ∈ P1(G). This defines a semidirect product of P1(G) by G.
Now, one verifies that the map π : P1(G) ∗ G → P ′(G) defined by π(X, g) = Xg is
a surjective morphism.

Given a variety of monoids V denote by PV the variety generated by all monoids
of the form P(M), where M ∈ V. Thus in particular PG is the variety generated
by all power monoids of groups. By Corollary 4.4, this variety is contained in BG.
Denote by J ∗ G the variety generated by all semidirect products of a J -trivial
monoid by a group. Then J ∗G contains U1, since U1 is J -trivial, and by Theorem
4.5 and Proposition 4.6, it contains the monoids of the form P ′(G), where G is a
group. These results can be summarized as follows.

Proposition 4.7 The following inclusions hold: PG ⊂ J ∗G and PG ⊂ BG.

The author is not aware of any direct proof of the opposite inclusions. The
inclusion J ∗ G ⊂ PG is proved in Section 6 by arguments of language theory and
a purely semigroup theoretic proof is still wanted.

5 Schützenberger product

We introduce in this section the variety ♦G. Given a monoid M , P(M) is not only
a monoid but also a semiring under union as addition and the product of subsets as
multiplication.

Let M1, . . . , Mn be monoids. Denote by M the product monoid M1 × · · · ×Mn,
k the semiring P(M) and by Mn(k) the semiring of square matrices of size n with
entries in k. The Schützenberger product of M1, . . . , Mn, denoted ♦n(M1, . . . , Mn)
is the submonoid of the multiplicative monoid Mn(k) composed of all the matrices
P satisfying the three following conditions:

(1) If i > j, Pi,j = 0

(2) If 1 ≤ i ≤ n, Pi,i = {(1, . . . , 1, si, 1, . . . , 1)} for some si ∈ Si

(3) If 1 ≤ i ≤ j ≤ n, Pi,j ⊂ 1 × · · · × 1 × Mi × · · · × Mj × 1 · · · × 1.

Condition (1) shows that the matrices of the Schützenberger product are upper
triangular, condition (2) enables us to identify the diagonal coefficient Pi,i with an
element si of Mi and condition (3) shows that if i < j, Pi,j can be identified with
a subset of Mi × · · · × Mj . With this convention, a matrix of ♦3(M1, M2, M3) will
have the form





s1 P1,2 P1,3

0 s2 P2,3

0 0 s3
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with si ∈ Mi, P1,2 ⊂ M1 × M2, P1,3 ⊂ M1 × M2 × M3 and P2,3 ⊂ M2 × M3.
Given a variety of monoids V, ♦V denotes the variety of monoids generated by all

Schützenberger products of the form ♦n(M1, . . . , Mn) with n > 0 and M1, . . . , Mn ∈
V.

6 A tour of language theory

We present in this section a complete proof of the inclusions J ∗ G ⊂ ♦G and
♦G ⊂ PG, first given in [16, 17]. The reader is referred to our article [28] in
this volume for an introduction to language theory. The idea is the following: by
Eilenberg’s theorem, varieties of monoids are in one-to-one correspondence with
varieties of languages, and thus it suffices to establish the inclusions V1 ⊂ V2 ⊂ V3,
where V1, V2 and V3 denote respectively the varieties of languages corresponding to
J ∗ G, ♦G and PG. We first describe the three varieties of languages V1, V2 and
V3. Recall that a group language is a language recognized by a group.

Let us start with the variety V2. Given languages L0, L1, . . . , Ln of A∗ and letters
a1, a2, . . . , an, the product of L0, . . . Ln marked by a1, . . . , an is the language
L0a1L1a2 · · · anLn. It is known (see [28], Theorem 12.3) that the Schützenber-
ger product is the algebraic operation on monoids that corresponds to the marked
product. The following theorem is a simple application of this general result.

Theorem 6.1 For all alphabet A, V2(A
∗) is the boolean algebra generated by all the

marked products of the form L0a1L1 · · · anLn where L0,. . . , Ln are group languages
of A∗ and a1, . . . , an ∈ A.

Next, there exists a description of the variety of languages corresponding to PV,
obtained independently by Reutenauer [32] and Straubing [36]. This result can be
applied in particular to the variety PG as follows. A monoid morphism ϕ : B∗ → A∗

is length preserving if it maps each letter of B onto a letter of A.

Theorem 6.2 The variety V3 is the smallest variety of languages V such that, for
each alphabet A, V(A∗) contains the languages of the form ϕ(L) where L is a group
language of B∗ and ϕ : B∗ → A∗ is a length preserving morphism.

The variety V1 can be described by Straubing’s “wreath product principle”,
which is a general construction to describe the languages recognized by the wreath
product of two finite monoids. Let M be a monoid, G a group and let η : A∗ → M ◦G
be a monoid morphism. We denote by π : M ◦G → G the monoid morphism defined
by π(f, g) = g and we put ϕ = π ◦η. Thus ϕ is a monoid morphism from A∗ into G.
Let B = G×A and σ : A∗ → B∗ be the map (which is not a morphism!) defined by

σ(a1a2 · · · an) = (1, a1)(ϕ(a1), a2) · · · (ϕ(a1a2 · · · an1
), an)

Theorem 6.3 If a language L is recognized by η : A∗ → M ◦ G, then L is a
finite boolean combination of languages of the form X ∩ σ−1(Y ), where Y ⊂ B∗ is
recognized by M and where X ⊂ A∗ is recognized by G.

We are now ready to prove the inclusions announced above.

Proposition 6.4 J ∗G is contained in ♦G.

Proof. Let L ⊂ A∗ be a language of V1(A
∗). Then L is recognized by a wreath

product of the form M ◦ G, where M is J -trivial and G is a group. With the
notations of Theorem 6.3, L is a finite boolean combination of languages of the
form X ∩ σ−1(Y ), where Y ⊂ B∗ is recognized by M and X ⊂ A∗ is recognized
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by G. Since X is recognized by a group, X ∈ V2(A
∗). Thus it suffices to verify

that σ−1(Y ) ∈ V2(A
∗). But since Y is recognized by a J -trivial monoid, Simon’s

theorem (see [28, Section 7]) implies that Y is a boolean combination of languages
of the form B∗b1B

∗b2B
∗ · · · bnB∗, where the bi’s are letters of B. Now since σ−1

commutes with boolean operations, it remains to verify that the languages of the
form σ−1(B∗b1B

∗b2B
∗ · · · bnB∗) are in V2(A

∗). Set, for 1 ≤ i ≤ n, bi = (gi, ai).
Then we have

σ−1(B∗b1B
∗b2B

∗ · · · bnB∗) = {u ∈ A∗ | σ(u) ∈ B∗b1B
∗b2B

∗ · · · bnB∗}

= {u0a1u1 · · ·anun | b1 =
(

ϕ(u0), a1

)

, b2 =
(

ϕ(u0a1u1), a2

)

, . . . ,

bn =
(

ϕ(u0a1u1 · · · an−1un−1), an

)

}

= {u0a1u1 · · ·anun | ϕ(u0) = g1, ϕ(u0a1u1) = g2, . . . ,

ϕ(u0a1u1 · · · an−1un−1) = gn}

Setting h0 = g1, h1 = (g1ϕ(a1))
−1g2, . . . , hn−1 = (g1ϕ(a1)g2 · · · gn−1ϕ(an−1))

−1gn,
and Hi = ϕ−1(hi) for 0 ≤ i ≤ n, one gets finally

σ−1(B∗b1B
∗b2B

∗ · · · bnB∗)

= {u0a1u1 · · ·anun | ϕ(u0) = h0, ϕ(u1) = h1, . . . , ϕ(un−1) = hn−1}

= H0a1H1a2 · · ·Hn−1anA∗

Since the Hi and A∗ are group languages, it follows that σ−1(B∗b1B
∗b2B

∗ · · · bnB∗)
belongs to V2(A

∗).

Proposition 6.5 ♦G is contained in PG.

Proof. It suffices to prove that every language of the form L = L0a1L1 · · · anLn,
where the ai’s are letters and the Li’s are group languages of A∗, can be written as
ϕ(L) where L is a group language of B∗ and ϕ : B∗ → A∗ is a length preserving
morphism. Let Ā be a copy of A and let ϕ : (A∪ Ā)∗ → A∗ be the length preserving
morphism defined by ϕ(a) = ϕ(ā) = a for every a ∈ A. Set, for 1 ≤ i ≤ n,
Ki = ϕ−1(Li). Finally, fix a prime number p and let K be the set of all words
u ∈ (A ∪ Ā)∗ whose number of factorizations of the form u0ā1u1 · · · ānun —
where u0 ∈ K0, . . . , un ∈ Kn — is congruent to 1 modulo p. One can show [26]
that K is a group language. We claim that ϕ(K) = L. Indeed K is contained
in K0ā1K1 · · · ānKn by construction and thus ϕ(K) ⊂ ϕ(K0ā1K1 · · · ānKn) ⊂
L0a1L1 · · · anLn = L. Conversely, let u ∈ L. Then u admits a factorization of the
form u = u0a1u1 · · · anun where u0 ∈ K0, . . . , un ∈ Kn. Let v = u0ā1u1 · · · ānun.
Then v ∈ K0ā1K1 · · · ānKn and ϕ(v) = u. Furthermore, u0ā1u1 · · · ānun is
the unique factorization of v in K0ā1K1 · · · ānKn and thus v ∈ K. Therefore
L ⊂ ϕ(K) and thus L is equal to ϕ(K), proving the claim and the theorem.

Let us summary the results obtained so far

Corollary 6.6 The following formulæ hold: PG = J ∗G = ♦G ⊂ BG = EJ.

7 Malcev products

Given a variety of semigroups V, a monoid M is called a V-extension of a group G
if there exists a surjective morphism π : M → G such that π−1(1) ∈ V. Given a
variety of monoids V, the Malcev product V M©G is the variety of monoids generated
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by the V-extensions of groups. One can define alternatively the Malcev product by
using relational morphisms. Recall that a relational morphism between monoids M
and N is a function τ : M → P(N) such that:

(1) τ(m)τ(n) ⊂ τ(mn) for all m, n ∈ M ,

(2) τ(m) is non-empty for all m ∈ M ,

(3) 1 ∈ τ(1)

We will be only interested in relational morphisms into groups in this paper. Note
that if τ : M → G is a relational morphism into a group G, then τ−1(1) is a
submonoid of M . Let V be a variety. Then a monoid M belongs to the Malcev
product V M©G if and only if there exists a relational morphism τ from M into a
group G such that τ−1(1) ∈ V.

The Malcev product is usually a more powerful operation than the semidirect
product.

Theorem 7.1 Let V be any variety. Then V ∗G ⊂ V M©G.

Proof. Let M ∈ V ∗G. Then M divides a monoid of the form N ∗G where G is a
group and N ∈ V. Let π : N ∗G → G be the projection. Then π−1(1) is isomorphic
to N and thus belongs to V. Therefore N ∗ G is in V M©G and so is M , since M
divides N ∗ G.

Corollary 7.2 J ∗G is contained in J M©G.

It is not difficult to see that a J -trivial extension of a group is a block group.

Proposition 7.3 J M©G is contained in BG.

Proof. Let M be a J-extension of a group G and let π : M → G be a surjective
morphism such that π−1(1) is J trivial. Now since π(〈E(M)〉) = 〈1〉 = 1, 〈E(M)〉
is contained in π−1(1) and hence it is J -trivial. Thus, by Theorem 3.3, M is a block
group.

It is slightly more difficult to establish the opposite inclusion.

Proposition 7.4 BG is contained in J M©G.

Proof. Let M be a block group and let x ∈ M . We claim that the partial action of
x on M defined by

s · x =

{

sx if s R sx

undefined otherwise

is one-to-one. Indeed, suppose that rx = sx = t for some r, s, t ∈ M . Then r R s R t
and there exist y, z ∈ M such that ty = r and tz = s. Let Stab(r) = {u ∈ M |
ru = r} be the right stabilizer of r and let G be its minimal ideal. Since M ∈ BG,
Stab(r) ∈ BG and thus G is a group. Let e be the identity of G. Then re = r and
hence

(1) r · xye = t · ye = r · e = r

(2) r · ezxye = r · zxye = s · xye = t · ye = r · e = r

Therefore, xye and ezxye are in G and thus e R ez R ezxye. It follows that the
H-class of ez contains an idempotent. But since M is a block group, the unique
idempotent in the R-class of ez is e and hence ez is in G. This means that r ·ez = r,
proving the claim, since r · ez = r · z = s.

Furthermore, s R sxy if and only if s R sx and sx R sxy. Therefore,

s · xy = (s · x) · y for all s, x, y ∈ M (1)

8



Let now S(M) be the symmetric group on M and let τ : M → S(M) be the relation
that associates to any x ∈ M the set τ(x) of all permutations on M that extend the
partial permutation on M defined by x. Then formula 1 shows that τ is a relational
morphism.

It suffices now to verify that K = τ−1(1) is a J -trivial monoid. By definition,
an element of K defines a partial identity on M . Let x, y ∈ K and let s = (xy)ω .
Then s R sx, and since x defines a partial identity, it follows sx = s, that is (xy)ω =
(xy)ωx. Thus K is a R-trivial block group, and hence a J -trivial monoid.

The results presented so far were obtained by Margolis and the author in 1984
[16]. The last remaining inclusion, J M©G ⊂ J ∗G was established seven years later
by Henckell and Rhodes [10, 9]

Theorem 7.5 J M©G is contained in J ∗G.

The proof relies on several deep results of semigroup theory: the theory of de-
rived categories, Knast’s result on graphs and Ash’s proof of the Rhodes “cover”
conjecture. It is detailed in [11] and thus we shall just give an outline.

Let M be a monoid in J M©G. By the results mentioned above, there exists a
relational morphism τ from M into a group G such that τ−1(1) ∈ J. One would
like to keep τ−1(1) as small as possible. Define the kernel K(M) of M to be the
intersection of the submonoids τ−1(1) over all relational morphisms τ : M → G into
a group. A compactness argument shows the existence of a relational morphism
τ from M into a group G such that τ−1(1) = K(M). Thus, for this relational
morphism, τ−1(1) is clearly minimal. Actually a stronger result holds: one can
show the existence of a relational morphism τ : M → G such that, for all g ∈ G,
τ−1(g) is in some sense minimal. To make this definition precise, define a subset X
of M to be pointlike for τ if there is a g ∈ G such that X ⊂ τ−1(g). A subset of M
is called simply pointlike if it is pointlike for all relational morphisms from M into
a group. Finally, call universal a relational morphism τ : M → G such that

(1) τ−1(1) = K(M),

(2) any pointlike subset for τ is pointlike.

Again, the existence of universal morphisms for any monoid M is ensured by
a compactness argument. Ash’s theorems, first conjectured by Rhodes, give some
important properties of these universal relational morphisms. The first theorem of
Ash [3, 4] gives a precise description of the kernel of M .

An element s̄ of a monoid M is a weak inverse of s if s̄ss̄ = s̄. A submonoid K
of M is closed under weak conjugacy if for every u ∈ K and every s̄, s ∈ M such
that s̄ is a weak inverse of s, s̄us ∈ K and sus̄ ∈ K. Given a monoid M , denote by
D(M) the smallest submonoid of M closed under weak conjugacy.

Theorem 7.6 For every monoid M , K(M) = D(M).

The second theorem of Ash [3, 4] gives a deep characterization of the pointlike
sets. For m ∈ M , set

m(1) = {m} and m(−1) = {m̄ | m̄ is a weak inverse of m }

Theorem 7.7 A subset X of a monoid M is pointlike if and only if there are ele-
ments m1, m2, . . .mn of M such that

X ⊂ D(M)m
(ε1)
1 D(M)m

(ε2)
2 D(M) · · ·D(M)m(εn)

n D(M)

where εi ∈ {1,−1} for 1 ≤ i ≤ n.
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We now recall the definition of a derived category [18, 39]. Let τ : M → G
be a relational morphism into a group G. The derived category of τ is the (small)
category D(τ) whose objects are the elements of G and whose arrows are the triples
(h, (m, g), hg) such that g ∈ τ(m). The exponent of a finite category C is the smallest
integer ω such that mω is idempotent for every loop m ∈ C. The following result
combines two results of Tilson [39] and Knast [13].

Theorem 7.8 A monoid M belongs to J ∗ G if and only if there is a relational
morphism τ : M → G onto a finite group G whose derived category D(τ) satisfies
the path identity (ab)ωad(cd)ω = (ab)ω(cd)ω for every subcategory of D(τ) of the
form

a

c

b

d

We have seen that if M ∈ J M©G, there exists a universal relational morphism
τ : M → G into a group G such that τ−1(1) ∈ J. By Theorem 7.5 it suffices now
to show that τ satisfies the path identity (ab)ωad(cd)ω = (ab)ω(cd)ω . To verify this
identity, consider a subgraph of D(τ) of the form shown in Figure 7.1

h hg

(a, g)

(c, g)

(b, g−1)

(d, g−1)

Figure 7.1:

In particular, we have {a, c} ⊂ gτ−1 and since τ is universal for M , {a, c} is a
pointlike subset of M . By Theorem 7.7, there exist elements d0, . . . , dk, d′0, . . . , d

′
k of

D(M), elements m1, . . . , mk of M and integers ε1, . . . , εk ∈ {−1, 1} such that

a ∈ d0m
(ε1)
1 d1m

(ε2)
2 · · · dk−1m

(εk)
k dk (2)

c ∈ d′0m
(ε1)
1 d′1m

(ε2)
2 · · · d′k−1m

(εk)
k d′k (3)

Thus there is a very loose relation between a and c. The rest of the proof, which
is omitted here, amounts to show that this relation suffices to establish the path
identity.

8 Block groups and ordered monoids

A consequence of the equality BG = PG related with ordered monoids is presented
in this section. Recall that an ordered monoid is a monoid equipped with an order
relation ≤ such that s ≤ t implies sx ≤ tx and xs ≤ xt for all x, s, t ∈ M . An ordered
monoid (M,≤) is called E-ordered if, for all e ∈ E(M), e ≤ 1. This definition is
motivated by the following property of E-ordered monoids.

10



Proposition 8.1 Every E-ordered monoid is a block-group.

Proof. Let (M,≤) be an E-ordered monoid and let e and f be two R-equivalent
idempotents of M . Then ef = f and fe = e. Now e ≤ 1 implies e = fe ≤ f and
f ≤ 1 implies f = ef ≤ e. Thus e = f . A dual argument would show that any
pair of L-equivalent idempotents are equal. Therefore M is a block group.

The converse of Proposition 8.1 is false: there exist some block groups that
cannot be E-ordered. However, a partial converse holds.

Theorem 8.2 Every block group is the quotient of some E-ordered monoid.

Proof. It is easy to verify that the monoids that are quotient of an E-ordered
monoid form a variety V. Now if G is a group, then (P ′(G),⊃) is E-ordered.
Indeed, by Proposition 4.2 (1), the idempotents of P ′(G) are the subgroups of G,
and they contain {1}, the identity of P ′(G). It follows that V contains PG and thus
BG, since PG = BG.

9 A topological consequence

The progroup topology on A∗ is the smallest topology such that every monoid mor-
phism from A∗ onto a finite group G is continuous. It is equivalent to say that the
group languages form a basis for this topology. The progroup topology was first
considered for the free group by M. Hall [8] and by Reutenauer for the free monoid
[31, 33]. It is also connected to the study of implicit operations (see the article by
J.Almeida and P.Weil elsewhere in this volume).

Some years ago, the author discovered [21, 26, 23] a curious connection between
this topology and the Rhodes conjecture K(M) = D(M). The main point was
that the Rhodes conjecture reduces to compute the closure of a given recogniz-
able language for this topology. Thus it became a natural and important question
to characterize the recognizable closed (resp. open) languages. Several equivalent
topological conjectures were presented in [26] and they were later shown to be all
equivalent to the Rhodes conjecture [19].

In [29], Reutenauer and the author proposed another conjecture on the progroup
topology of the free group and showed that this conjecture also implies the Rhodes
conjecture. Again, it was later shown [11] that the Rhodes conjecture and the
topological conjecture on the free group were equivalent. The interested reader is
referred to the original articles and to the survey [11] for more details.

Finally, when Ash proved the Rhodes conjecture [3, 4], all these topological
conjectures became theorems. One year later, a direct proof of the topological
conjecture on the free group was obtained by Ribes and Zalesskii [35], giving in turn
a new proof of Ash’s theorem! The proof of Ribes and Zaleski uses profinite trees
acting on groups.

We now come back to the original topological problem: characterize the rec-
ognizable closed (resp. open) languages. The author observed that the syntactic
monoid of a recognizable closed (resp. open) language is a block group [21, 26]. The
characterization of the closed and open recognizable sets is the following. Let L be
a subset of A∗, let η : A∗ → M(L) be the syntactic morphism of L and let P = η(L)
be the syntactic image of L. Then

Theorem 9.1

(1) L is closed if and only if for every s, t ∈ M and for every e ∈ E(M), set ∈ P
implies st ∈ P .
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(2) L is open if and only if for every s, t ∈ M and for every e ∈ E(M), st ∈ P
implies set ∈ P .

The author recently obtained a more combinatorial description of the open sets
[27].

Theorem 9.2 A recognizable language is open if and only if it is a finite union of
languages of the form L0a1L1 · · ·akLk where the ai’s are letters and the Li’s are
group languages.

10 Conclusion and open problems

The sequence of equalities

♦G = PG = J ∗G = J M©G = BG = EJ

is reminiscent of another sequence of equalities

♦2G = Inv = J1 ∗G = J1 M©G = Ecom = EJ1

where ♦2G denotes the variety generated by Schützenberger products of two groups,
J1 the variety of idempotent and commutative monoids (or semilattices), Ecom the
variety of monoids whose idempotent commute and Inv the variety generated by
inverse monoids. Not only the second sequence has several similarities with the
first one, but its success story is also curiously analogous. Indeed, all but one of
these equalities were obtained by Margolis and the author [18] and the last missing
inclusion Ecom ⊂ J1 M©G was obtained by Ash [1, 2].

Let us come back to the equality BG = PG. It implies in particular that any
block group M divides a power group P(G). It would be interesting to find an upper
bound on the size of G as a function of |M |. Of course, one could trace the proof
of BG = PG, but with its detours of language theory, and the difficult theorem of
Ash, it would give an enormous upper bound.

Another interesting problem is to obtain similar results when the variety G is
replaced by a variety H of groups. The most interesting cases seem to be the varieties
of commutative groups, p-groups (for a given prime p), nilpotent groups and solvable
groups. It was for instance proved in [18] that the equalities J1∗H = ♦2H = J1 M©H

hold for any non trivial variety of groups, but it seems to be a very difficult problem
to find an effective characterization of PG or to find out the varieties of groups for
which the equality J ∗H = J M©H holds. The topological approach seems to be the
more promising way to solve this type of problems.
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