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## 1 Introduction

This chapter gives an overview on what is often called the algebraic theory of finite automata. It deals with languages, automata and semigroups, and has connections with model theory in logic, boolean circuits, symbolic dynamics and topology.

Kleene's theorem [70] is usually considered as the foundation of this theory. It shows that the class of recognizable languages (i.e. recognized by finite automata), coincides with the class of rational languages, which are given by rational expressions. The definition of the syntactic mono$i d$, a monoid canonically attached to each language, was first given in an early paper of Rabin and Scott [128], where the notion is credited to Myhill. It was shown in particular that a language is recognizable if and only if its syntactic monoid is finite. However, the first classification results were rather related to automata [89]. A break-through was realized by Schützenberger in the mid sixties [144]. Schützenberger made a non trivial use of the syntactic monoid to characterize an important subclass of the rational languages, the star-free languages. Schützenberger's theorem states that a language is star-free if and only if its syntactic monoid is finite and aperiodic.

This theorem had a considerable influence on the theory. Two other important "syntactic" characterizations were obtained in the early seventies: Simon [152] proved that a language is piecewise testable if and only if its syntactic monoid is finite and $\mathcal{J}$-trivial and Brzozowski-Simon [41] and independently, McNaughton [86] characterized the locally testable languages. These successes settled the power of the semigroup approach, but it was Eilenberg who discovered the appropriate framework to formulate this type of results [53].

A variety of finite monoids is a class of monoids closed under taking submonoids, quotients and finite direct product. Eilenberg's theorem states that varieties of finite monoids are in one to one correspondence with certain classes of recognizable languages, the varieties of languages. For instance,
the rational languages correspond to the variety of all finite monoids, the star-free languages correspond to the variety of finite aperiodic monoids, and the piecewise testable languages correspond to the variety of finite $\mathcal{J}$ trivial monoids. Numerous similar results have been established during the past fifteen years and, for this reason, the theory of finite automata is now intimately related to the theory of finite monoids.

It is time to mention a sensitive feature of this theory, the role of the empty word. Indeed, there are two possible definitions for a language. A first definition consists in defining a language on the alphabet $A$ as a subset of the free monoid $A^{*}$. In this case a language may contain the empty word. In the second definition, a language is defined as a subset of the free semigroup $A^{+}$, which excludes the empty word. This subtle distinction has dramatic consequences on the full theory. First, one has to distinguish between $*$ varieties (the first case) and +-varieties of languages (the latter case). Next, with the latter definition, monoids have to be replaced by semigroups and Eilenberg's theorem gives a one to one correspondence between varieties of finite semigroups and + -varieties of languages. Although it might seem quite annoying to have two such parallel theories, this distinction proved to be necessary. For instance, the locally testable languages form a +-variety, which correspond to locally idempotent and commutative semigroups. But no characterization of the locally testable languages is known in terms of syntactic monoids.

An extension of the the notion of syntactic semigroup (or monoid) was recently proposed in [112]. The key idea is to define a partial order on syntactic semigroups, leading to the notion of ordered syntactic semigroups. The resulting extension of Eilenberg's variety theory permits to treat classes of languages that are not necessarily closed under complement, a major difference with the original theory. We have adopted this new point of view throughout this chapter. For this reason, even our definition of recognizable languages may seem unfamiliar to the reader.

The theory has now developed into many directions and has generated a rapidly growing literature. The aim of this chapter is to provide the reader with an overview of the main results. As these results are nowadays intimately related with non commutative algebra, a certain amount of semigroup theory had to be introduced, but we tried to favor the main ideas rather than the technical developments. Some important topics had to be skipped and are briefly mentioned in the last section. Due to the lack of place, no proofs are given, but numerous examples should help the reader to catch the spirit of the more abstract statements. The references listed at the end of the chapter are far from being exhaustive. However, most of the references should be reached by the standard recursive process of tracing the bibliography of the papers cited in the references.

The chapter is organized as follows. The amount of semigroup theory that is necessary to state precisely the results of this chapter is introduced
in Section 2. The basic concepts of recognizable set and ordered syntactic semigroup are introduced in Section 3. The variety theorem is stated in Section 4 and examples follow in Section 5. Some algebraic tools are presented in Section 6. Sections 7 and 8 are devoted to the study of the concatenation product and its variants. Connections with the theory of codes are discussed in Section 9. Section 10 gives an overview on the operators on recognizable languages. Various extensions are briefly reviewed in Section 11.

## 2 Definitions

We review in this section the basic definitions about relations and semigroups needed in this chapter.

### 2.1 Relations

A relation $\mathcal{R}$ on a set $S$ is reflexive if, for every $x \in S, x \mathcal{R} x$, symmetric, if, for every $x, y \in S, x \mathcal{R} y$ implies $y \mathcal{R} x$, and transitive, if, for every $x, y, z \in S, x \mathcal{R} y$ and $y \mathcal{R} z$ implies $x \mathcal{R} z$. A quasi-order is a reflexive and transitive relation. An equivalence relation is a reflexive, symmetric and transitive relation. Given a quasi-order $\mathcal{R}$, the relation $\sim$ defined by $x \sim y$ if and only if $x \mathcal{R} y$ and $y \mathcal{R} x$ is an equivalence relation, called the equivalence relation associated with $\mathcal{R}$. If this equivalence relation is the equality relation, that is, if, for every $x, y \in S, x \mathcal{R} y$ and $y \mathcal{R} x$ implies $x=y$, then the relation $\mathcal{R}$ is an order.

Relations are naturally ordered by inclusion. Let $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ be two relations on a set $S$. The relation $\mathcal{R}_{2}$ is coarser than $\mathcal{R}_{1}$ if and only if, for every $s, t \in S$, s $\mathcal{R}_{1} t$ implies $s \mathcal{R}_{2} t$. In particular, the coarsest relation is the universal relation.

### 2.2 Semigroups

A semigroup is a set equipped with an internal associative operation which is usually written in a multiplicative form. A monoid is a semigroup with an identity element (usually denoted by 1 ). If $S$ is a semigroup, $S^{1}$ denotes the monoid equal to $S$ if $S$ has an identity element and to $S \cup\{1\}$ otherwise. In the latter case, the multiplication on $S$ is extended by setting $s 1=1 s=s$ for every $s \in S^{1}$.

A relation on a semigroup $S$ is stable on the right (resp. left) if, for every $x, y, z \in S, x \mathcal{R} y$ implies $x z \mathcal{R} y z$ (resp. $z x \mathcal{R} z y$ ). A relation is stable if it is stable on the right and on the left. A congruence is a stable equivalence relation. Thus, an equivalence relation $\sim$ on $S$ is a congruence if and only if, for every $s, t \in S$ and $x, y \in S^{1}, s \sim t$ implies $x s y \sim x t y$. If $\sim$ is a congruence on $S$, then there is a well-defined multiplication on the
quotient set $S / \sim$, given by

$$
[s][t]=[s t]
$$

where $[s]$ denotes the $\sim$-class of $s \in S$.
An ordered semigroup is a semigroup $S$ equipped with a stable order relation $\leq$ on $S$. Ordered monoids are defined analogously. The notation $(S, \leq)$ will sometimes be used to emphasize the role of the order relation, but most of the time the order will be implicit and the notation $S$ will be used for semigroups as well as for ordered semigroups. If $S=(S, \leq)$ is an ordered semigroup, then ( $S, \geq$ ) is also an ordered semigroup, called the dual of $S$ and denoted $\breve{S}$.

A congruence on an ordered semigroup $S$ is a stable quasi-order which is coarser than $\leq$. In particular, the order relation $\leq$ is itself a congruence. If $\preceq$ is a congruence on $S$, then the equivalence relation $\sim$ associated with $\preceq$ is a congruence on $S$. Furthermore, there is a well-defined stable order on the quotient set $S / \sim$, given by

$$
[s] \leq[t] \quad \text { if and only if } s \preceq t
$$

Thus $(S / \sim, \leq)$ is an ordered semigroup, also denoted $S / \preceq$.
Given a family $\left(S_{i}\right)_{i \in I}$ of ordered semigroups, the product $\prod_{i \in I} S_{i}$ is the ordered semigroup defined on the set $\prod_{i \in I} S_{i}$ by the law

$$
\left(s_{i}\right)_{i \in I}\left(s_{i}^{\prime}\right)_{i \in I}=\left(s_{i} s_{i}^{\prime}\right)_{i \in I}
$$

and the order given by

$$
\left(s_{i}\right)_{i \in I} \leq\left(s_{i}^{\prime}\right)_{i \in I} \text { if and only if, for all } i \in I, s_{i} \leq s_{i}^{\prime} .
$$

Products of semigroups, monoids and ordered monoids are defined similarly.
If $M$ is a monoid, the set $\mathcal{P}(M)$ of the subsets of $M$ is a monoid under the operation

$$
X Y=\{x y \mid x \in X \text { and } y \in Y\}
$$

### 2.3 Morphisms

Generally speaking, a morphism between two algebraic structures is a map that preserves the operations and the relations of the structure. This general definition applies in particular to semigroups, monoids, ordered semigroups and ordered monoids. Given two semigroups $S$ and $T$, a semigroup morphism $\varphi: S \rightarrow T$ is a map from $S$ into $T$ such that for all $x, y \in S$, $\varphi(x y)=\varphi(x) \varphi(y)$. Monoid morphisms are defined analogously, but of course, the condition $\varphi(1)=1$ is also required. A morphism of ordered semigroups $\varphi: S \rightarrow T$ is a semigroup morphism from $S$ into $T$ such that, for every $x, y \in S, x \leq y$ implies $\varphi(x) \leq \varphi(y)$.

A morphism of semigroups (resp. monoids, ordered semigroups) $\varphi: S \rightarrow$ $T$ is an isomorphism if there exists a morphism of semigroups (resp. monoids, ordered semigroups) $\psi: T \rightarrow S$ such that $\varphi \circ \psi=I d_{T}$ and $\psi \circ \varphi=I d_{S}$. It is easy to see that a morphism of semigroups is an isomorphism if and only if it is bijective. This is not true for morphisms of ordered semigroups. In particular, if ( $S, \leq$ ) is an ordered semigroup, the identity induces a bijective morphism from ( $S,=$ ) onto ( $S, \leq$ ) which is not in general an isomorphism. In fact, a morphism of ordered semigroups $\varphi: S \rightarrow T$ is an isomorphism if and only if $\varphi$ is a bijective semigroup morphism and, for every $x, y \in S$, $x \leq y$ is equivalent with $\varphi(x) \leq \varphi(y)$.

For every semigroup morphism $\varphi: S \rightarrow T$, the equivalence relation $\sim_{\varphi}$ defined on $S$ by setting $s \sim_{\varphi} t$ if and only if $\varphi(s)=\varphi(t)$ is a semigroup congruence. Similarly, for every morphism of ordered semigroups $\varphi: S \rightarrow T$, the quasi-order $\preceq_{\varphi}$ defined on $S$ by setting $s \preceq_{\varphi} t$ if and only if $\varphi(s) \leq \varphi(t)$ is a congruence of ordered semigroup, called the nuclear congruence of $\varphi$.

A semigroup (resp. monoid, ordered semigroup) $S$ is a quotient of a semigroup (resp. monoid, ordered semigroup) $T$ if there exists a surjective morphism from $T$ onto $S$. In particular, if $\sim$ is a congruence on a semigroup $S$, then $S / \sim$ is a quotient of $S$ and the map $\pi: S \rightarrow S / \sim$ defined by $\pi(s)=[s]$ is a surjective morphism, called the quotient morphism associated with $\sim$. Similarly, let $\preceq$ be a congruence on an ordered semigroup ( $S, \leq$ ) and let $\sim$ be the equivalence relation associated with $\preceq$. Then $(S / \preceq)$ is a quotient of $(S, \leq)$ and the map $\pi: S \rightarrow S / \preceq$ defined by $\pi(s)=[s]$ is a surjective morphism of ordered semigroups.

Let $\sim_{1}$ and $\sim_{2}$ be two congruences on a semigroup $S$ and let $\pi_{1}: S \rightarrow$ $S / \sim_{1}$ and $\pi_{2}: S \rightarrow S / \sim_{2}$ be the quotient morphisms. Then $\sim_{2}$ is coarser than $\sim_{1}$ if and only if $\pi_{2}$ factorizes through $\pi_{1}$, that is, if there exists a surjective morphism $\pi: S / \sim_{1} \rightarrow S / \sim_{2}$ such that $\pi \circ \pi_{1}=\pi_{2}$.

A similar result holds for ordered semigroups. Let $\preceq_{1}$ and $\preceq_{2}$ be two congruences on an ordered semigroup $S$ and let $\pi_{1}: S \rightarrow S / \preceq_{1}$ and $\pi_{2}$ : $S \rightarrow S / \preceq_{2}$ be the quotient morphisms. Then $\preceq_{2}$ is coarser than $\preceq_{1}$ if and only if $\pi_{2}$ factorizes through $\pi_{1}$.

Let $S$ be a semigroup (resp. ordered semigroup). A subsemigroup (resp. an ordered subsemigroup) of $S$ is a subset $T$ of $S$ such that $t, t^{\prime} \in T$ implies $t t^{\prime} \in T$. Subsemigroups are closed under intersection. In particular, given a subset $E$ of $S$, the smallest subsemigroup of $S$ containing $E$ is called the subsemigroup of $S$ generated by $G$.

A semigroup $S$ divides a semigroup $T$ if $S$ is a quotient of a subsemigroup of $T$. Division is a quasi-order on semigroups. Furthermore, one can show that two finite semigroups divide each other if and only if they are isomorphic.

### 2.4 Groups

A group is a monoid in which every element has an inverse. We briefly recall some standard definitions of group theory. Let $p$ be a prime number. A $p$-group is a finite group whose order is a power of $p$. If $G$ is a group, let $G_{0}=G$ and $G_{n+1}=\left[G_{n}, G\right]$, the subgroup generated by the commutators $h g h^{-1} g^{-1}$, where $h \in G_{n}$ and $g \in G$. A finite group is nilpotent if and only if $G_{n}=\{1\}$ for some $n \geq 0$. A finite group is solvable if and only if there is a sequence

$$
G=G^{(0)}, G^{(1)}, \ldots, G^{(k)}=\{1\}
$$

such that, for each $i \geq 0, G^{(i+1)}$ is a normal subgroup of $G^{(i)}$ and the quotient $G^{(i)} / G^{(i+1)}$ is commutative. It is a well-known fact that every $p$-group is nilpotent and every nilpotent group is solvable. See [143]

### 2.5 Free semigroups

Let $A$ be a finite alphabet. The set of words on $A$ is denoted $A^{*}$ and the set of non-empty words, $A^{+}$. Thus $A^{*}=A^{+} \cup\{1\}$, where 1 is the empty word. The length of a word $u$ is denoted $|u|$. If $a$ is a letter, $|u|_{a}$ denotes the number of occurrences of $a$ in $u$. In particular, $|u|=\sum_{a \in A}|u|_{a}$. A word $p$ is a prefix of a word $u$ if $u=p u^{\prime}$ for some $u^{\prime} \in A^{*}$. Symmetrically, a word $s$ is a suffix of $u$ if $u=u^{\prime} s$ for some $u^{\prime} \in A^{*}$. A word $x$ is a factor of $u$ if there exist two words $u^{\prime}$ and $u^{\prime \prime}$ (possibly empty) such that $u=u^{\prime} x u^{\prime \prime}$. This notion should not be confused with the notion of subword. A word $a_{1} \cdots a_{n}$ (where the $a_{i}$ 's are letters) is a subword of $u$ if $u=u_{0} a_{1} u_{1} \cdots a_{n} u_{n}$ for some words $u_{0}, \ldots, u_{n} \in A^{*}$.

The semigroup $A^{+}$is the free semigroup on $A$ and $\left(A^{+},=\right)$is the free ordered semigroup on $A$. Indeed, if $\varphi: A \rightarrow S$ is a function from $A$ into an ordered semigroup $S$, there exists a unique morphism of ordered semigroups $\bar{\varphi}:\left(A^{+},=\right) \rightarrow S$ such that $\varphi(a)=\bar{\varphi}(a)$ for every $a \in A$. Moreover $\bar{\varphi}$ is surjective if and only if $\varphi(A)$ is a generator set of $S$. It follows that if $\eta:\left(A^{+},=\right) \rightarrow S$ is a morphism of ordered semigroups and $\beta: T \rightarrow S$ is a surjective morphism of ordered semigroups, there exists a morphism of ordered semigroups $\varphi:\left(A^{+},=\right) \rightarrow T$ such that $\eta=\beta \circ \varphi$. This property is known as the universal property of the free ordered semigroup. Similarly, $A^{*}$ is the free monoid on $A$ and $\left(A^{*},=\right)$ is the free ordered monoid on $A$.

As was explained in the introduction, there are two parallel notions of languages. If we are working with monoids, a language on $A$ is a subset of the free monoid $A^{*}$. If semigroups are considered, a language on $A$ is a subset of the free semigroup $A^{+}$.

### 2.6 Order ideals

An order ideal of an ordered semigroup $S$ is a subset $I$ of $S$ such that, if $x \leq y$ and $y \in I$, then $x \in I$. The order ideal generated by an element $x$ is
the set $\downarrow x$ of all $y \in S$ such that $y \leq x$. The intersection (resp. union) of any family of order ideals is also an order ideal. Furthermore, if $I$ is an order ideal and $K$ is an arbitrary subset of $S^{1}$, then the left quotient $K^{-1} I$ and the right quotient $I K^{-1}$ are also order ideals. Recall that, for each subset $X$ of $S$ and for each element $s$ of $S^{1}$, the left (resp. right) quotient $s^{-1} X$ (resp. $X s^{-1}$ ) of $X$ by $s$ is defined as follows:

$$
s^{-1} X=\{t \in S \mid s t \in X\} \quad \text { and } \quad X s^{-1}=\{t \in S \mid t s \in X\}
$$

More generally, for any subset $K$ of $S^{1}$, the left (resp. right) quotient $K^{-1} X$ (resp. $X K^{-1}$ ) of $X$ by $K$ is

$$
\begin{array}{ll}
K^{-1} X & =\bigcup_{s \in K} s^{-1} X=\{t \in S \mid \text { there exists } s \in K \text { such that } s t \in X\} \\
X K^{-1} & =\bigcup_{s \in K} X s^{-1}=\{t \in S \mid \text { there exists } s \in K \text { such that } t s \in X\}
\end{array}
$$

### 2.7 Idempotents

An element $e$ of a semigroup $S$ is idempotent if $e^{2}=e$. A semigroup is idempotent if all its elements are idempotent. In this chapter, we will mostly use finite semigroups, in which idempotents play a key role. In particular, the following proposition shows that every non empty finite semigroup contains an idempotent.

Proposition 2.1 Let $s$ be an element of a finite semigroup. Then the subsemigroup generated by s contains a unique idempotent and a unique maximal subgroup, whose identity is the unique idempotent.


Figure 1: The semigroup generated by $s$.
If $s$ is an element of a finite semigroup, the unique idempotent power of $s$ is denoted $s^{\omega}$. If $e$ is an idempotent of a finite semigroup $S$, the set

$$
e S e=\{e s e \mid s \in s\}
$$

is a subsemigroup of $S$, called the local subsemigroup associated with $e$. This semigroup is in fact a monoid, since $e$ is an identity in $e S e$.

A finite semigroup $S$ is said to satisfy locally a property $\mathcal{P}$ if every local subsemigroup of $S$ satisfies $\mathcal{P}$. For instance, $S$ is locally trivial if, for every idempotent $e \in S$ and every $s \in S$, ese $=e$.

A zero is an element 0 such that, for every $s \in S, s 0=0 s=0$. It is a routine exercise to see that there is at most one zero in a semigroup. A non-empty finite semigroup that contains a zero and no other idempotent is called nilpotent.

### 2.8 Green's relations

Green's relations on a semigroup $S$ are defined as follows. If $s$ and $t$ are elements of $S$, we set

```
\(s \mathcal{L} t \quad\) if there exist \(x, y \in S^{1}\) such that \(s=x t\) and \(t=y s\),
\(s \mathcal{R} t \quad\) if there exist \(x, y \in S^{1}\) such that \(s=t x\) and \(t=s y\),
\(s \mathcal{J} t \quad\) if there exist \(x, y, u, v \in S^{1}\) such that \(s=x t y\) and \(t=u s v\).
\(s \mathcal{H} t \quad\) if \(s \mathcal{R} t\) and \(s \mathcal{L} t\).
```

For finite semigroups, these four equivalence relations can be represented as follows. The elements of a given $\mathcal{R}$-class (resp. $\mathcal{L}$-class) are represented in a row (resp. column). The intersection of an $\mathcal{R}$-class and an $\mathcal{L}$-class is an $\mathcal{H}$ class. Each $\mathcal{J}$-class is a union of $\mathcal{R}$-classes (and also of $\mathcal{L}$-classes). It is not obvious to see that this representation is consistent: it relies in particular on the fact that, in finite semigroups, the relations $\mathcal{R}$ and $\mathcal{L}$ commute. The presence of an idempotent in an $\mathcal{H}$-class is indicated by a star. One can show that each $\mathcal{H}$-class containing an idempotent $e$ is a subsemigroup of $S$, which is in fact a group with identity $e$. Furthermore, all $\mathcal{R}$-classes (resp. $\mathcal{L}$-classes) of a given $\mathcal{J}$-class have the same number of elements.

| ${ }^{*} a_{1}, a_{2}$ | ${ }^{*} a_{3}, a_{4}$ | $a_{5}, a_{6}$ |
| :---: | :---: | :---: |
| $b_{1}, b_{2}$ | ${ }^{*} b_{3}, b_{4}$ | ${ }^{*} b_{5}, b_{6}$ |

## A $\mathcal{J}$-class.

In this figure, each row is an $\mathcal{R}$-class and each column is an $\mathcal{L}$-class. There are $6 \mathcal{H}$-classes and 4 idempotents. Each idempotent is the identity of a group of order 2.
A $\mathcal{J}$-class containing an idempotent is called regular. One can show that in a regular $\mathcal{J}$-class, every $\mathcal{R}$-class and every $\mathcal{L}$-class contains an idempotent. A semigroup $S$ is $\mathcal{L}$-trivial (resp. $\mathcal{R}$-trivial, $\mathcal{J}$-trivial, $\mathcal{H}$-trivial) if two elements of $S$ which are $\mathcal{L}$-equivalent (resp. $\mathcal{R}$-equivalent, $\mathcal{J}$-equivalent, $\mathcal{H}$-equivalent) are equal. See [75, 102] for more details.

### 2.9 Categories

Some algebraic developments in semigroup theory motivate the introduction of categories as a generalization of monoids. A category $C$ is given by
(1) a set $O b(C)$ of objects,
(2) for each pair $(u, v)$ of objects, a set $C(u, v)$ of arrows,
(3) for each triple $(u, v, w)$ of objects, a mapping from $C(u, v) \times C(v, w)$ into $C(u, w)$ which associates to each $p \in C(u, v)$ and $q \in C(v, w)$ the composition $p q \in C(u, w)$.
(4) for each object $u$, an arrow $1_{u}$ such that, for each pair $(u, v)$ of objects, for each $p \in C(u, v)$ and $q \in C(v, u), 1_{u} p=p$ and $q 1_{u}=q$.

Composition is assumed to be associative (when defined).
For each object $u, C(u, u)$ is a monoid, called the local monoid of $u$. In particular a monoid can be considered as a category with exactly one object. A category is said to be locally idempotent (resp. locally commutative, etc.) if all its local monoids are idempotent (resp. commutative, etc.).

If $C$ and $D$ are categories, a morphism of categories $\varphi: C \rightarrow D$ is defined by the following data:
(1) an object map $\varphi: O b(C) \rightarrow O b(D)$,
(2) for each pair $(u, v)$ of objects of $C$, an arrow map $\varphi: C(u, v) \rightarrow$ $D(\varphi(u), \varphi(v))$ such that
(a) for each triple $(u, v, w)$ of objects of $C$, for each $p \in C(u, v)$ and $q \in C(v, w), \varphi(p q)=\varphi(p) \varphi(q)$
(b) for each object $u, \varphi\left(1_{u}\right)=1_{\varphi(u)}$.

A category $C$ is a subcategory of a category $D$ if there exists a morphism $\varphi: C \rightarrow D$ which is injective on objects and on arrows (that is, for each pair of objects $(u, v)$, the arrow map from $C(u, v)$ into $D(\varphi(u), \varphi(v))$ is injective). A category $C$ is a quotient of a category $D$ if there exists a morphism $D \rightarrow C$ which is bijective on objects and surjective on arrows. Finally $C$ divides $D$ if $C$ is a quotient of a subcategory of $D$.

## 3 Recognizability

Recognizable languages are usually defined in terms of automata. This is the best definition from an algorithmic point of view, but it is an asymmetric notion. It turns out that to handle the fine structure of recognizable languages, it is more appropriate to use a more abstract definition, using semigroups in place of automata, due to Rabin and Scott [128]. However, we will slightly modify this standard definition by introducing ordered semigroups. As will be shown in the next sections, this order occurs quite naturally and permits to distinguish between a language and its complement. Although these definitions will be mainly used in the context of free semigroups, it is as simple to give them in a more general setting.

### 3.1 Recognition by ordered semigroups

Let $\varphi: S \rightarrow T$ be a surjective morphism of ordered semigroups. A subset $Q$ of $S$ is recognized by $\varphi$ if there exists an order ideal $P$ of $T$ such that

$$
Q=\varphi^{-1}(P)
$$

This condition implies that $Q$ is an order ideal of $S$ and that $\varphi(Q)=$ $\varphi \varphi^{-1}(P)=P$. By extension, a subset $Q$ of $S$ is said to be recognized by an ordered semigroup $T$ if there exists a surjective morphism of ordered semigroups from $S$ onto $T$ that recognizes $Q$.

It is sometimes convenient to formulate this definition in terms of congruences. Let $S$ be an ordered semigroup and let $\preceq$ a congruence on $S$. A subset $Q$ of $S$ is said to be recognized by $\preceq$ if, for every $q \in Q, p \preceq q$ implies $p \in Q$. It is easy to see that a surjective morphism of ordered semigroups $\varphi$ recognizes $Q$ if and only if the nuclear congruence $\preceq_{\varphi}$ recognizes $Q$.

Simple operations on subsets have a natural algebraic counterpart. We now study in this order intersection, union, complement, inverse morphisms and left and right quotients.

Proposition 3.1 Let $\left(\eta_{i}: S \rightarrow S_{i}\right)_{i \in I}$ be a family of surjective morphisms of ordered semigroups. If each $\eta_{i}$ recognizes a subset $Q_{i}$ of $S$, then the subsets $\cap_{i \in I} Q_{i}$ and $\cup_{i \in I} Q_{i}$ are recognized by an ordered subsemigroup of the product $\prod_{i \in I} S_{i}$.

If $P$ is an order ideal of an ordered semigroup $S$, the set $S \backslash P$ is not, in general, an order ideal of $S$. However, it is an order ideal of the dual of $S$.

Proposition 3.2 Let $P$ be an order ideal of an ordered semigroup $(S, \leq)$. Then $S \backslash P$ is an order ideal of $(S, \geq)$. If $P$ is recognized by a morphism of ordered semigroups $\eta:(S, \leq) \rightarrow(T, \leq)$, then $S \backslash P$ is recognized by the morphism of ordered semigroups $\eta:(S, \geq) \rightarrow(T, \geq)$.

Proposition 3.3 Let $\varphi: R \rightarrow S$ and $\eta: S \rightarrow T$ be two surjective morphisms of ordered semigroups. If $\eta$ recognizes a subset $Q$ of $S$, then $\eta \circ \varphi$ recognizes $\varphi^{-1}(Q)$.

Proposition 3.4 Let $\eta: S \rightarrow T$ be a surjective morphism of ordered semigroups. If $\eta$ recognizes a subset $Q$ of $S$, it also recognizes $K^{-1} Q$ and $Q K^{-1}$ for every subset $K$ of $S^{1}$.

### 3.2 Syntactic order

The syntactic congruence is one of the key notions of this chapter. Roughly speaking, it is the semigroup analog of the notion of minimal automaton. First note that, if $S$ is an ordered semigroup, the congruence $\leq$ recognizes every order ideal of $S$. The syntactic congruence of an order ideal $Q$ of $S$ is the coarsest congruence among the congruences on $S$ that recognize $Q$.

Let $T$ be an ordered semigroup and let $P$ be an order ideal of $T$. Define a relation $\preceq_{P}$ on $T$ by setting

$$
u \preceq_{P} v \text { if and only if, for every } x, y \in T^{1}, x v y \in P \Rightarrow x u y \in P
$$

One can show that the relation $\preceq_{P}$ is a congruence of ordered semigroups on $T$ that recognizes $P$. This congruence is called the syntactic congruence of $P$ in $T$. The equivalence relation associated with $\preceq_{P}$ is denoted $\sim_{P}$ and
called the syntactic equivalence of $P$ in $T$. Thus $u \sim_{P} v$ if and only if, for every $x, y \in T^{1}$,

$$
x u y \in P \Longleftrightarrow x v y \in P
$$

The ordered semigroup $S(P)=T / \preceq_{P}$ is the ordered syntactic semigroup of $P$, the order relation on $S(P)$ the syntactic order of $P$ and the quotient morphism $\eta_{P}$ from $T$ onto $S(P)$ the syntactic morphism of $P$. The syntactic congruence is characterized by the following property.

Proposition 3.5 The syntactic congruence of $P$ is the coarsest congruence that recognizes $P$. Furthermore, a congruence $\preceq$ recognizes $P$ if and only if $\preceq_{P}$ is coarser than $\preceq$.

It is sometimes convenient to state this result in terms of morphisms:
Corollary 3.6 Let $\varphi: R \rightarrow S$ be a surjective morphism of ordered semigroups and let $P$ be an order ideal of $R$. The following properties hold:
(1) The morphism $\varphi$ recognizes $P$ if and only if $\eta_{P}$ factorizes through it.
(2) Let $\pi: S \rightarrow T$ be a surjective morphism of ordered semigroups. If $\pi \circ \varphi$ recognizes $P$, then $\varphi$ recognizes $P$.

### 3.3 Recognizable sets

A subset of an ordered semigroup is recognizable if it is recognized by a finite ordered semigroup. Propositions 3.1 and 3.4 show that the recognizable subsets of a given ordered semigroup are closed under finite union, finite intersection and left and right quotients.

In the event where the order relation on $S$ is the equality relation, every subset of $S$ is an order ideal, and the definition of a recognizable set can be slightly simplified.

Proposition 3.7 Let $S$ be a semigroup. A subset $P$ of $S$ is recognizable if and only if there exists a surjective semigroup morphism $\varphi$ from $S$ onto a finite semigroup $F$ and a subset $Q$ of $F$ such that $P=\varphi^{-1}(Q)$.

The case of the free semigroup is of course the most important. In this case, the definition given above is equivalent with the standard definition using finite automata. Recall that a finite (non deterministic) automaton is a quintuple $\mathcal{A}=(Q, A, E, I, F)$, where $A$ denotes the alphabet, $Q$ the set of states, $E$ is the set of transitions (a subset of $Q \times A \times Q$ ), and $I$ and $F$ are the set of initial and final states, respectively. An automaton $\mathcal{A}=(Q, A, E, I, F)$ is deterministic if $I$ is a singleton and if the conditions $(p, a, q),\left(p, a, q^{\prime}\right) \in E$ imply $q=q^{\prime}$.

Two transitions ( $p, a, q$ ) and ( $p^{\prime}, a^{\prime}, q^{\prime}$ ) are consecutive if $q=p^{\prime}$. A path in $\mathcal{A}$ is a finite sequence of consecutive transitions

$$
e_{0}=\left(q_{0}, a_{0}, q_{1}\right), \quad e_{1}=\left(q_{1}, a_{1}, q_{2}\right), \ldots, e_{n-1}=\left(q_{n-1}, a_{n-1}, q_{n}\right)
$$

also denoted

$$
q_{0} \xrightarrow{a_{0}} q_{1} \xrightarrow{a_{1}} q_{2} \cdots q_{n-1} \xrightarrow{a_{n-1}} q_{n}
$$

The state $q_{0}$ is the origin of the path, the state $q_{n}$ is its end, and the word $x=a_{0} a_{1} \cdots a_{n-1}$ is its label. It is convenient to have also, for each state $q$, an empty path of label 1 from $q$ to $q$. A path in $\mathcal{A}$ is successful if its origin is in $I$ and its end is in $F$.

The language of $A^{*}$ recognized by $\mathcal{A}$ is the set of the labels of all successful paths of $\mathcal{A}$. In the case of the free semigroup $A^{+}$, the definitions are the same, except that we omit the empty paths of label 1.

Automata are conveniently represented by labeled graphs, as in the example below. Incoming arrows indicate initial states and outgoing arrows indicate final states.

Example 3.8 Let $\mathcal{A}=(Q, A, E, I, F)$ be the automaton represented below, with $Q=\{1,2\}, A=\{a, b\}, I=\{1\}, F=\{2\}$ and

$$
E=\{(1, a, 1),(1, a, 2),(2, a, 2),(2, b, 2),(2, b, 1)\}
$$



Figure 2: A non deterministic automaton.
The path $(1, a, 1)(1, a, 2)(2, b, 2)$ is a successful path of label $a a b$. The path $(1, a, 1)(1, a, 2)(2, b, 1)$ has the same label but is unsuccessful since its end is 1 . The set of words accepted by $\mathcal{A}$ is $a A^{*}$, the set of all words whose first letter is $a$.

The equivalence between automata and semigroups is based on the following observation. Let $\mathcal{A}=(Q, A, E, I, F)$ be a finite automaton. To each word $u \in A^{+}$, there corresponds a relation on $Q$, denoted by $\mu(u)$, and defined by $(p, q) \in \mu(u)$ if there exists a path from $p$ to $q$ with label $u$. It is not difficult to see that $\mu$ is a semigroup morphism from $A^{+}$into the semigroup ${ }^{1}$ of relations on $Q$. The semigroup $\mu\left(A^{+}\right)$is called the transition semigroup of $\mathcal{A}$, denoted $S(\mathcal{A})$. For practical computation, it can be conveniently represented as a semigroup of boolean matrices of order $|Q| \times|Q|$. In this case, $\mu(u)$ can be identified with the matrix defined by

$$
\mu(u)_{p, q}= \begin{cases}1 & \text { if there exists a path from } p \text { to } q \text { with label } u \\ 0 & \text { otherwise }\end{cases}
$$

[^0]Note that a word $u$ is recognized by $\mathcal{A}$ if and only if $(p, q) \in \mu(u)$ for some initial state $p$ and some final state $q$. This leads to the next proposition.

Proposition 3.9 If a finite automaton recognizes a language $L$, then its transition semigroup recognizes $L$.

Example 3.10 If $\mathcal{A}=(Q, A, E, I, F)$ is the automaton of example 3.8, one gets

$$
\begin{array}{rlrl}
\mu(a) & =\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) & \mu(b) & =\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right) \quad \mu(a a)=\mu(a) \\
\mu(a b)=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) & \mu(b a) & =\mu(b b)=\mu(b)
\end{array}
$$

Thus the transition semigroup of $\mathcal{A}$ is the semigroup of boolean matrices

$$
\mu\left(A^{+}\right)=\left\{\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\right\}
$$

The previous computation can be simplified if $\mathcal{A}$ is deterministic. Indeed, in this case, the transition semigroup of $\mathcal{A}$ is naturally embedded into the semigroup of partial functions on $Q$ under the product $f g=g \circ f$.

Example 3.11 Let $A=\{a, b\}$ and let $\mathcal{A}$ be the deterministic automaton represented below.


Figure 3: A deterministic automaton.
It is easy to see that $\mathcal{A}$ recognizes the language $A^{+} \backslash(a b)^{+}$. The transition semigroup $S$ of $\mathcal{A}$ contains five elements which correspond to the words $a$, $b, a b, b a$ and $a a$. Furthermore $a a$ is a zero of $S$ and thus can be denoted 0 . The other relations defining $S$ are $a b a=a, b a b=b$ and $b b=0$.

|  | $a$ | $b$ | $a a$ | $a b$ | $b a$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 3 | 1 | 3 |
| 2 | 3 | 1 | 3 | 3 | 2 |
| 3 | 3 | 3 | 3 | 3 | 3 |

This semigroup is usually denoted $B A_{2}$ in semigroup theory.
Conversely, given a semigroup morphism $\varphi: A^{+} \rightarrow S$ and a subset $P$ of $S$, one can build a deterministic automaton recognizing $L=\varphi^{-1}(P)$ as follows. Take the right representation of $A$ on $S^{1}$ defined by $s \cdot a=s \varphi(a)$. This defines an automaton $\mathcal{A}=\left(S^{1}, A, E,\{1\}, P\right)$, where $E=\{(s, a, s \cdot a) \mid$ $\left.s \in S^{1}, a \in A\right\}$ that recognizes $L$. We can now conclude.

Proposition 3.12 A language is recognizable if and only if it is recognized by a finite automaton.

See [102] for a detailed proof.

### 3.4 How to compute the syntactic semigroup?

The easiest way to compute the ordered syntactic semigroup of a recognizable language $L$ is to first compute its minimal (deterministic) automaton $\mathcal{A}=\left(Q, A, \cdot,\left\{q_{0}\right\}, F\right)$. Then the syntactic semigroup of $L$ is equal to the transition semigroup $S$ of $\mathcal{A}$ and the order on $S$ is given by $s \leq t$ if and only if,

$$
\text { for every } x \in S^{1}, \text { for every } q \in Q, q \cdot t x \in F \Rightarrow q \cdot s x \in F
$$

Example 3.13 Let $\mathcal{A}$ be the deterministic automaton of example 3.11. It is the minimal automaton of $L=A^{+} \backslash(a b)^{+}$. The transition semigroup was calculated in the previous section. The syntactic order is given by $0 \leq s$ for every $s \in S$. Indeed, $q \cdot 0=3 \in F$ and thus, the formal implication

$$
q \cdot s x \in F \Rightarrow q \cdot 0 x \in F
$$

holds for any $q \in Q, s \in S$ and $x \in S^{1}$. One can verify that there is no other relations among the elements of $S$. For instance, $a$ and $a b$ are incomparable since $1 \cdot a a=3$ but $1 \cdot a b a=2 \notin F$ and $1 \cdot a b b=3$ but $1 \cdot a b=1 \notin F$.

## 4 Varieties

To each recognizable language is attached a finite ordered semigroup, its ordered syntactic semigroup. It is a natural idea to try to classify recognizable languages according to the algebraic properties of their ordered semigroups. The aim of this section is to introduce the proper framework to formalize this idea.

A variety of semigroups is a class of semigroups closed under taking subsemigroups, quotients and direct products. A variety of finite semigroups, or pseudovariety, is a class of finite semigroups closed under taking subsemigroups, quotients and finite direct products. Varieties of ordered semigroups and varieties of finite ordered semigroups are defined analogously. Varieties
of semigroups or ordered semigroups will be denoted by boldface capital letters, like $\mathbf{V}$. The join of two varieties of finite (ordered) semigroups $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ is the smallest variety of finite (ordered) semigroups containing $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$.

Given a class $C$ of finite (ordered) semigroups, the variety of finite (ordered) semigroups generated by $C$ is the smallest variety of finite (ordered) semigroups containing $C$. In a more constructive way, the variety of finite (ordered) semigroups generated by $C$ is the class of all finite (ordered) semigroups that divide a finite direct product $S_{1} \times \cdots \times S_{n}$, where $S_{1}, \ldots, S_{n} \in C$.

### 4.1 Identities

Varieties are conveniently defined by identities. Let $\Sigma$ be a denumerable alphabet and let $(u, v)$ be a pair of words of $\Sigma^{+}$. A semigroup $S$ satisfies the identity $u=v$ if and only if $\varphi(u)=\varphi(v)$ for every semigroup morphism $\varphi: \Sigma^{+} \rightarrow S$. Similarly, an ordered semigroup $S$ satisfies the identity $u \leq v$ if and only if $\varphi(u) \leq \varphi(v)$ for every morphism of ordered semigroups $\varphi$ : $\Sigma^{+} \rightarrow S$. If $\Gamma$ is a set of identities, the class of all semigroups (resp. ordered semigroups) that satisfy all the identities of $\Gamma$ is a variety of semigroups (resp. ordered semigroups), called the variety defined by $\Gamma$. The following theorem, due to Birkhoff [22] and to Bloom [33] in the ordered case, shows that the converse also holds.

Theorem 4.1 A class of semigroups (resp. ordered semigroups) is a variety if and only if it can be defined by a set of identities.

For instance, the identity $x y=y x$ defines the variety of commutative semigroups and $x=x^{2}$ defines the variety of idempotent semigroups.

Since we are interested in finite semigroups, it would be interesting to have a similar result for varieties of finite semigroups. The problem was solved by several authors but the most satisfactory answer is due to Reiterman [129] (see also [125] in the ordered case). Reiterman's theorem states that pseudovarieties are also defined by identities. The difference between Birkhoff's and Reiterman's theorem lies in the definition of the identities. For Reiterman, an identity is also a formal equality of the form $u=v$, but $u$ and $v$ are now elements of a certain completion $\widehat{\Sigma}^{+}$of the free semigroup $\Sigma^{+}$. Let us make this definition more precise.

A finite semigroup $S$ separates two words $u, v \in \Sigma^{+}$if $\varphi(u) \neq \varphi(v)$ for some semigroup morphism $\varphi: \Sigma^{+} \rightarrow S$. Now set, for $u, v \in \Sigma^{+}$,

$$
r(u, v)=\min \{\operatorname{Card}(S) \mid S \text { is a finite semigroup separating } u \text { and } v\}
$$

and

$$
d(u, v)=2^{-r(u, v)}
$$

with the usual conventions $\min \emptyset=+\infty$ and $2^{-\infty}=0$. One can verify that $d$ is a metric for which two words are close if a large semigroup is required to separate them. For this metric, multiplication in $\Sigma^{+}$is uniformly continuous, so that $\Sigma^{+}$is a topological semigroup. The completion of the metric space $\left(\Sigma^{+}, d\right)$ is a topological semigroup, denoted $\widehat{\Sigma}^{+}$, in which every element is the limit of some Cauchy sequence of $\left(\Sigma^{+}, d\right)$. In fact, one can show that $\widehat{\Sigma}^{+}$is a compact semigroup.

Some more topology is required before stating Reiterman's theorem. We now consider finite semigroups as metric spaces, endowed with the discrete metric

$$
d(x, y)= \begin{cases}0 & \text { if } x=y \\ 1 & \text { if } x \neq y\end{cases}
$$

Let $S$ be a finite semigroup. Then a map $\varphi: \widehat{\Sigma}^{+} \rightarrow S$ is continuous if and only if, for every converging sequence $\left(u_{n}\right)_{n \geq 0}$ of $\widehat{\Sigma}^{+}$, the sequence $\varphi\left(u_{n}\right)_{n \geq 0}$ is ultimately constant ${ }^{2}$. A finite semigroup (resp. ordered semigroup) $S$ satisfies an identity $u=v$ (resp. $u \leq v$ ), where $u, v \in \widehat{\Sigma}^{+}$, if and only if $\varphi(u)=\varphi(v)($ resp. $\varphi(u) \leq \varphi(v))$ for every continuous morphism $\varphi: \widehat{\Sigma}^{+} \rightarrow$ $S$. Note that such a continuous morphism is entirely determined by the values of $\varphi(a)$, for $a \in \Sigma$. Indeed, any $\operatorname{map} \varphi: \Sigma \rightarrow S$ can be extended in a unique way into a semigroup morphism from $\Sigma^{+}$into $S$. Since $S$ is finite, such a morphism is uniformly continuous : if two elements of $\Sigma^{+}$ cannot be separated by $S$, their images under $\varphi$ have to be the same. Now, a well known result of topology states that a uniformly continuous map whose domain is a metric space admits a unique continuous extension to the completion of this metric space.

Given a set $E$ of identities of the form $u=v$ (resp. $u \leq v$ ), where $u, v \in \widehat{\Sigma}^{+}$, we denote by $\llbracket E \rrbracket$ the class of all finite semigroups (resp. ordered semigroups) which satisfy all the identities of $E$. Reiterman's theorem can now be stated as follows.

Theorem 4.2 A class of finite semigroups (resp. ordered semigroups) is a variety if and only if it can be defined by a set of identities of $\widehat{\Sigma}^{+}$.

Although Theorem 4.2 gives a satisfactory counterpart to Birkhoff's theorem, it is more difficult to understand, because of the rather abstract definition of $\widehat{\Sigma}^{+}$. Actually, no combinatorial description of $\widehat{\Sigma}^{+}$is known and, besides the elements of $\Sigma^{+}$, which are words, the other elements are only defined as limits of sequences of words. An important such limit is the $\omega$-power. Its definition relies on the following proposition.

Proposition 4.3 For each $x \in \widehat{\Sigma}^{+}$, the sequence $\left(x^{n!}\right)_{n \geq 0}$ is a Cauchy sequence. Its limit $x^{\omega}$ is an idempotent of $\widehat{\Sigma}^{+}$.

[^1]Now, if $\varphi: \widehat{\Sigma}^{+} \rightarrow S$ is a continuous morphism onto a finite semigroup $S$, then $\varphi\left(x^{\omega}\right)$ is equal to $\varphi(x)^{\omega}$, the unique idempotent power of $\varphi(x)$, which shows that our notation is consistent. The notation $x^{\omega}$ makes the conversion of algebraic properties into identities very easy. For instance, the variety $\llbracket y x^{\omega}=x^{\omega} \rrbracket$ is the class of finite semigroups $S$ such that, for every idempotent $e \in S$ and for every $s \in s$, $s e=e$. Similarly, a finite semigroup $S$ is locally commutative, if, for every idempotent $e$, the local monoid $e S e$ is commutative. It follows immediately that finite locally commutative semigroups form a variety, defined by the identity $x^{\omega} y x^{\omega} z x^{\omega}=x^{\omega} z x^{\omega} y x^{\omega}$. More generally, if $\mathbf{V}$ is a variety of finite monoids, $\mathbf{L V}$ denotes the variety of all finite semigroups $S$, such that, for every idempotent $e \in S$, the local monoid $e S e$ is in $\mathbf{V}$.

Another useful example is the following. The content of a word $u \in \Sigma^{+}$ is the set $c(u)$ of letters of $\Sigma$ occurring in $u$. One can show that $c$ is a uniformly continuous morphism from $\Sigma^{+}$onto the semigroup $2^{\Sigma}$ of subsets of $\Sigma$ under union. Thus $c$ can be extended in a unique way into a continuous morphism from $\widehat{\Sigma}^{+}$onto $2^{\Sigma}$.

Reiterman's theorem suggests that most standard results on varieties might be extended in some way to pseudovarieties. For instance, it is well known that varieties have free objects. More precisely, if $\mathbf{V}$ is a variety and $A$ is a finite set, there exists an $A$-generated semigroup $F_{A}(\mathbf{V})$ of $\mathbf{V}$, such that every $A$-generated semigroup of $\mathbf{V}$ is a quotient of $F_{A}(\mathbf{V})$. This semigroup is unique (up to an isomorphism) and is called the free semigroup of the variety $\mathbf{V}$. To extend this result to a pseudovariety $\mathbf{V}$, one first relativizes to $\mathbf{V}$ the definition of $r$ and $d$ as follows:

$$
r_{\mathbf{V}}(u, v)=\min \{\operatorname{Card}(S) \mid S \in \mathbf{V} \text { and } S \text { separates } u \text { and } v\}
$$

and $d_{\mathbf{V}}(u, v)=2^{-r_{\mathbf{V}}(u, v)}$. The function $d_{\mathbf{V}}(u, v)$ still satisfies the triangular inequality and even the stronger inequality

$$
d_{\mathbf{V}}(u, v) \leq \max \left\{d_{\mathbf{V}}(u, w), d_{\mathbf{V}}(w, v)\right\}
$$

but it is not a metric anymore because one can have $d \mathbf{V}(u, v)=0$ with $u \neq v$ : for instance, if $\mathbf{V}$ is the pseudovariety of commutative finite semigroups, $d_{\mathbf{V}}(x y, y x)=0$ since $x y$ and $y x$ cannot be separated by a commutative semigroup. However, the relation $\sim_{\mathbf{V}}$ defined on $A^{+}$by $u \sim_{\mathbf{V}} v$ if and only if $d_{\mathbf{V}}(u, v)=0$ is a congruence and $d_{\mathbf{V}}$ induces a metric on the quotient semigroup $A^{+} / \sim_{\mathbf{V}}$. The completion of this metric space is a topological compact semigroup $\widehat{F}_{A}(\mathbf{V})$, called the free pro-V semigroup. This semigroup is generated by $A$ as a topological semigroup (this just means that $A^{+} / \sim_{\mathbf{V}}$ is dense in $\widehat{F}_{A}(\mathbf{V})$ ) and every $A$-generated semigroup of $\mathbf{V}$ is a continuous homomorphic image of $\widehat{F}_{A}(\mathbf{V})$. The combinatorial description of these free objects, for various varieties of finite semigroups, is the object of a very active research [7]. A more detailed presentation of Reiterman's theorem and its consequences can be found in [5, 7, 192].

### 4.2 The variety theorem

The variety theorem is due to Eilenberg [53]. Eilenberg's original theorem dealt with varieties of finite semigroups. The "ordered" version presented in this section is due to the author [112].

A class of recognizable languages is a correspondence $\mathcal{C}$ which associates with each finite alphabet $A$ a set $\mathcal{C}\left(A^{+}\right)$of recognizable languages of $A^{+}$.

If $\mathbf{V}$ is a variety of finite ordered semigroups, we denote by $\mathcal{V}\left(A^{+}\right)$the set of recognizable languages of $A^{+}$whose ordered syntactic semigroup belongs to $\mathbf{V}$ or, equivalently, which are recognized by an ordered semigroup of $\mathbf{V}$. The correspondence $\mathbf{V} \rightarrow \mathcal{V}$ associates with each variety of finite ordered semigroups a class of recognizable languages. The next proposition shows that this correspondence preserves inclusion.

Proposition 4.4 Let $\mathbf{V}$ and $\mathbf{W}$ be two varieties of finite ordered semigroups. Suppose that $\mathbf{V} \rightarrow \mathcal{V}$ and $\mathbf{W} \rightarrow \mathcal{W}$. Then $\mathbf{V} \subseteq \mathbf{W}$ if and only if, for every finite alphabet $A, \mathcal{V}\left(A^{+}\right) \subseteq \mathcal{W}\left(A^{+}\right)$. In particular, $\mathbf{V}=\mathbf{W}$ if and only if $\mathcal{V}=\mathcal{W}$.

It remains to characterize the classes of languages which can be associated with a variety of ordered semigroups. For this purpose, it is convenient to introduce the following definitions. A set of languages of $A^{+}$(resp. $A^{*}$ ) closed under finite intersection and finite union is called a positive boolean algebra. Thus a positive boolean algebra always contains the empty language and the full language $A^{+}$(resp. $A^{*}$ ) since $\emptyset=\bigcup_{i \in \emptyset} L_{i}$ and $A^{+}=\bigcap_{i \in \emptyset} L_{i}$. A positive boolean algebra closed under complementation is a boolean algebra.

A positive variety of languages is a class of recognizable languages $\mathcal{V}$ such that
(1) for every alphabet $A, \mathcal{V}\left(A^{+}\right)$is a positive boolean algebra,
(2) if $\varphi: A^{+} \rightarrow B^{+}$is a semigroup morphism, $L \in \mathcal{V}\left(B^{+}\right)$implies $\varphi^{-1}(L) \in \mathcal{V}\left(A^{+}\right)$,
(3) if $L \in \mathcal{V}\left(A^{+}\right)$and if $a \in A$, then $a^{-1} L$ and $L a^{-1}$ are in $\mathcal{V}\left(A^{+}\right)$.

Proposition 4.5 Let $\mathbf{V}$ be a variety of finite ordered semigroups. If $\mathbf{V} \rightarrow$ $\mathcal{V}$, then $\mathcal{V}$ is a positive variety of languages.

So far, we have associated a positive variety of languages with each variety of finite ordered semigroups. Conversely, let $\mathcal{V}$ be and let $\mathbf{V}(\mathcal{V})$ be the variety of ordered semigroups generated by the ordered semigroups of the form $S(L)$ where $L \in \mathcal{V}\left(A^{+}\right)$for a certain alphabet $A$. This variety is called the variety associated with $\mathcal{V}$, in view of the following theorem.

Theorem 4.6 For every positive variety of languages $\mathcal{V}, \mathbf{V}(\mathcal{V}) \rightarrow \mathcal{V}$.
In conclusion, we have the following theorem.

Theorem 4.7 The correspondence $\mathbf{V} \rightarrow \mathcal{V}$ defines a one to one correspondence between the varieties of finite ordered semigroups and the positive varieties of languages.

A variety of languages is a positive variety closed under complement, that is, satisfying
$\left(1^{\prime}\right)$ for every alphabet $A, \mathcal{V}\left(A^{+}\right)$is a boolean algebra.
For varieties of languages, Theorem 4.7 can be modified as follows:
Corollary 4.8 The correspondence $\mathbf{V} \rightarrow \mathcal{V}$ defines a one to one correspondence between the varieties of finite semigroups and the varieties of languages.

There is an analogous theorem for varieties of ordered monoids. In this case, one defines languages as subsets of a free monoid and the definitions of a class of languages and of a positive variety have to be modified. To distinguish between the two definitions, it is convenient to add the prefixes + or $*$ when necessary: + -class or $*$-class, + -variety or $*$-variety.
$\mathrm{A} *$-class of recognizable languages is a correspondence $\mathcal{C}$ which associates with each finite alphabet $A$ a set $\mathcal{C}\left(A^{*}\right)$ of recognizable languages of $A^{*}$. A positive $*$-variety of languages is a class of recognizable languages $\mathcal{V}$ such that
(1) for every alphabet $A, \mathcal{V}\left(A^{*}\right)$ is a positive boolean algebra,
(2) if $\varphi: A^{*} \rightarrow B^{*}$ is a monoid morphism, $L \in \mathcal{V}\left(B^{*}\right)$ implies $\varphi^{-1}(L) \in$ $\mathcal{V}\left(A^{*}\right)$,
(3) if $L \in \mathcal{V}\left(A^{*}\right)$ and if $a \in A$, then $a^{-1} L$ and $L a^{-1}$ are in $\mathcal{V}\left(A^{*}\right)$.
of course, a $*$-variety of languages is a positive $*$-variety closed under complement, that is, satisfying
(1) for every alphabet $A, \mathcal{V}\left(A^{*}\right)$ is a boolean algebra.

The monoid version of Theorem 4.7 can be stated as follows.

Theorem 4.9 The correspondence $\mathbf{V} \rightarrow \mathcal{V}$ defines a one to one correspondence between the varieties of finite ordered monoids and the positive *varieties of languages.

Corollary 4.10 The correspondence $\mathbf{V} \rightarrow \mathcal{V}$ defines a one to one correspondence between the varieties of finite monoids and the $*$-varieties of languages.

## 5 Examples of varieties

In this section, we illustrate the results of the previous section by a few examples. We present, in this order, some standard examples (Kleene's and

Schützenberger's theorems), the commutative varieties and varieties defined by "local" properties. Other examples will be given in the next sections.

Let us start by some general remarks. If $\mathbf{V}$ is a variety of finite ordered semigroups or monoids, the associated positive varieties of languages are denoted by the corresponding cursive letters, like $\mathcal{V}$. There are now several equivalent formulations to state a typical result on varieties, for instance:
"The variety of finite ordered semigroups $\mathbf{V}$ is associated with the positive variety $\mathcal{V}$."
"A recognizable language belongs to $\mathcal{V}\left(A^{+}\right)$if and only if it is recognized by an ordered semigroup of $\mathbf{V}$."
"A recognizable language belongs to $\mathcal{V}\left(A^{+}\right)$if and only if its ordered syntactic semigroup belongs to V."

We shall use mainly statements of the first type, but the last type will be occasionally preferred, especially when there are several equivalent descriptions of the languages. But it should be clear to the reader that all these formulations express exactly the same property.

### 5.1 Standard examples

The smallest variety of finite monoids is the trivial variety $\mathbf{I}$, defined by the identity $x=1$. The associated variety of languages is defined, for every alphabet $A$, by $\mathcal{I}\left(A^{*}\right)=\left\{\emptyset, A^{*}\right\}$.

The largest variety of finite monoids is the variety of all finite monoids $\mathbf{M}$, defined by the empty set of identities. Recall that the set of rational languages of $A^{*}$ is the smallest set of languages containing the languages $\{1\}$ and $\{a\}$ for each letter $a \in A$ and closed under finite union, product and star. Now Kleene's theorem can be reformulated as follows.

Theorem 5.1 The variety of languages associated with $\mathbf{M}$ is the variety of rational languages.

An important variety of monoids is the variety of aperiodic monoids, defined by the identity $x^{\omega}=x^{\omega+1}$. Thus, a finite monoid $M$ is aperiodic if and only if, for each $x \in M$, there exists $n \geq 0$ such that $x^{n}=x^{n+1}$. This also means that the cyclic subgroup of the submonoid generated by any element $x$ is trivial (see Proposition 2.1) or that $M$ is $\mathcal{H}$-trivial. It follows that a monoid is aperiodic if and only if it is group-free: every subsemigroup which happens to be a group has to be trivial. Aperiodic monoids form a variety of monoids $\mathbf{A}$.

The associated variety of languages was first described by Schützenberger [144]. Recall that the star-free languages of $A^{*}$ form the smallest boolean algebra containing the languages $\{1\}$ and $\{a\}$ for each letter $a \in A$ and which is closed under product.

Theorem 5.2 The variety of languages associated with $\mathbf{A}$ is the variety of star-free languages.

Example 5.3 Let $A=\{a, b\}$ and $L=(a b)^{*}$. Its minimal (but incomplete) automaton is represented below:


Figure 4: The minimal automaton of $(a b)^{*}$.
The syntactic monoid $M$ of $L$ is the monoid with zero presented on $A$ by the relations $a^{2}=b^{2}=0, a b a=a$ and $b a b=b$. Thus $M=\{1, a, b, a b, b a, 0\}$. Since $1^{2}=1, a^{3}=a^{2}, b^{3}=b^{2},(a b)^{2}=a b,(b a)^{2}=b a$ and $0^{2}=0, M$ is aperiodic and thus $(a b)^{*}$ is star-free. Indeed, if $R^{c}$ denotes the complement of a language $R,(a b)^{*}$ admits the following star-free expression

$$
L=\left(b \emptyset^{c} \cup \emptyset^{c} a \cup \emptyset^{c} a a \emptyset^{c} \cup \emptyset^{c} b b \emptyset^{c}\right)^{c}
$$

We shall come back to Schützenberger's theorem in section 8.
When a variety is generated by a single ordered monoid, there is a direct description of the associated variety of languages.

Proposition 5.4 Let $M$ be a finite ordered monoid, let $\mathbf{V}$ be the variety of ordered monoids generated by $M$ and let $\mathcal{V}$ be the associated positive variety. Then for every alphabet $A, \mathcal{V}\left(A^{*}\right)$ is the positive boolean algebra generated by the languages of the form $\varphi^{-1}(\downarrow m)$, where $\varphi$ is any monoid morphism from $A^{*}$ into $M$ and $m$ is any element of $M$.

Of course, a similar result holds for varieties of ordered semigroups.
Proposition 5.5 Let $S$ be a finite ordered semigroup, let $\mathbf{V}$ be the variety of ordered semigroups generated by $S$ and let $\mathcal{V}$ be the associated positive variety. Then for every alphabet $A, \mathcal{V}\left(A^{+}\right)$is the positive boolean algebra generated by the languages of the form $\varphi^{-1}(\downarrow s)$, where $\varphi$ is any semigroup morphism from $A^{+}$into $S$ and $s$ is any element of $S$.

This result suffices to describe a number of "small" varieties of languages. See for instance propositions 5.6 and 5.7 or [119].

### 5.2 Commutative varieties

In this section, we will consider only varieties of finite monoids and ordered monoids. A variety of ordered monoids is commutative if it satisfies the
identity $x y=y x$. The smallest non-trivial variety of aperiodic monoids is the variety $\mathbf{J}_{1}$ of idempotent and commutative monoids (also called semilattices $)^{3}$, defined by the identities $x y=y x$ and $x^{2}=x$. One can show that $\mathbf{J}_{1}$ is generated by the monoid $U_{1}=\{0,1\}$, whose multiplication table is given by $0 \cdot 0=0 \cdot 1=1 \cdot 0=0$ and $1 \cdot 1=1$. Thus Proposition 5.5 can be applied to get a description of the $*$-variety associated with $\mathbf{J}_{1}$.

Proposition 5.6 For every alphabet $A, \mathcal{J}_{1}\left(A^{*}\right)$ is the boolean algebra generated by the languages of the form $A^{*} a A^{*}$ where a is a letter. Equivalently, $\mathcal{J}_{1}\left(A^{*}\right)$ is the boolean algebra generated by the languages of the form $B^{*}$ where $B$ is a subset of $A$.

Proposition 5.6 can be refined by considering the variety of finite ordered semigroups $\mathbf{J}_{1}^{+}$(resp. $\mathbf{J}_{1}^{-}$), defined by the identities $x y=y x, x=x^{2}$ and $x \leq 1$ (resp. $x \geq 1$ ). One can show that $\mathbf{J}_{1}^{+}$is generated by the ordered monoid $U_{1}^{+}=\left(U_{1}, \leq\right)$ where the order is given by $0 \leq 1$. Then one can apply Proposition 5.4 to find a description of the $*$-variety $\mathcal{J}_{1}^{+}$associated with $\mathbf{J}_{1}^{+}$. Let $A$ be an alphabet and $B$ be a subset of $A$. Denote by $L(B)$ the set of words containing at least one occurrence of every letter of $B$. Equivalently,

$$
L(B)=\bigcap_{a \in B} A^{*} a A^{*}
$$

Proposition 5.7 For each alphabet $A, \mathcal{J}_{1}^{+}\left(A^{*}\right)$ consists of the finite unions of languages of the form $L(B)$, for some subset $B$ of $A$.

Corollary 5.8 For each alphabet $A, \mathcal{J}_{1}^{-}\left(A^{*}\right)$ is the positive boolean algebra generated by the languages of the form $B^{*}$, for some subset $B$ of $A$.

Another important commutative variety of monoids is the variety of finite commutative groups Gcom, generated by the cyclic groups $\mathbb{Z} / n \mathbb{Z}(n>0)$ and defined by the identities $x y=y x$ and $x^{\omega}=1$. For $a \in A$ and $k, n \geq 0$, let

$$
F(a, k, n)=\left\{\left.u \in A^{*}| | u\right|_{a} \equiv k \bmod n\right\}
$$

Proposition 5.9 For every alphabet $A, \mathcal{G} \operatorname{com}\left(A^{*}\right)$ is the boolean algebra generated by the languages of the form $F(a, k, n)$, where $a \in A$ and $0 \leq k<$ $n$.

The largest commutative variety that contains no non-trivial group is the variety Acom of aperiodic and commutative monoids, defined by the identities $x y=y x$ and $x^{\omega}=x^{\omega+1}$. For $a \in A$ and $k \geq 0$, let

$$
F(a, k)=\left\{\left.u \in A^{+}| | u\right|_{a} \geq k\right\}
$$

[^2]Proposition 5.10 For every alphabet $A, \mathcal{A c o m}\left(A^{*}\right)$ is the boolean algebra generated by the languages of the form $F(a, k)$ where $a \in A$ and $k \geq 0$.

Again, this proposition can be refined by considering ordered monoids. Let $\mathbf{A c o m}^{+}$be the variety of ordered monoids satisfying the identities $x y=y x, x^{\omega}=x^{\omega+1}$ and $x \leq 1$.

Proposition 5.11 For every alphabet $A, \mathcal{A c o m}^{+}\left(A^{*}\right)$ is the positive boolean algebra generated by the languages of the form $F(a, k)$ where $a \in A$ and $k \geq 0$.

Finally, the variety Com of all finite commutative monoids, defined by the identity $x y=y x$, is the join of the varieties Gcom and Acom.

Proposition 5.12 For every alphabet $A, \mathcal{C} \operatorname{com}\left(A^{*}\right)$ is the boolean algebra generated by the languages of the form $F(a, k)$ or $F(a, k, n)$ where $a \in A$ and $0 \leq k<n$.

The "ordered" version is the following. Let $\mathbf{C o m}^{+}$be the variety of ordered monoids satisfying the identities $x y=y x$ and $x \leq 1$.

Proposition 5.13 For every alphabet $A, \mathcal{C o m}^{+}\left(A^{*}\right)$ is the positive boolean algebra generated by the languages of the form $F(a, k)$ or $F(a, k, n)$ where $a \in A$ and $0 \leq k<n$.

### 5.3 Varieties defined by local properties

Contrary to the previous section, all the varieties considered in this section will be varieties of finite (ordered) semigroups. These varieties are all defined by local properties of words. Local properties can be tested by a scanner, which is a machine equipped with a finite memory and a sliding window of a fixed size $n$ to scan the input word.


Figure 5: A scanner.

The window can also be moved before the first letter and beyond the last letter of the word in order to read the prefixes and suffixes of length $<n$. For example, if $n=3$, and if the input word is $a b b a a a b$, the various positions of the window are represented on the following diagram:

$$
\begin{array}{|llllll|}
\hline a b b a a a b & a b b a a a b & a b b a a a b & a b b a & a a b & \cdots \\
a b b a a a & b \\
\hline
\end{array}
$$

At the end of the scan, the scanner memorizes the prefixes and suffixes of length $<n$ and the set of factors of length $n$ of the input word. The memory of the scanners contains a table of possible lists of prefixes (resp. suffixes, factors). A word is accepted by the scanner if the list of prefixes (resp. suffixes, factors) obtained after the scan matches one of the lists of the table. Another possibility is to take into account the number of occurrences of the factors of the word.

Local properties can be used to define several varieties of languages. A language is prefix testable ${ }^{4}$ if it is a boolean combination of languages of the form $x A^{*}$, where $x \in A^{+}$or, equivalently, if it is of the form $F A^{*} \cup G$ for some finite languages $F$ and $G$. Similarly, a language is suffix testable ${ }^{5}$ if it is a boolean combination of languages of the form $A^{*} x$, where $x \in A^{+}$.

Proposition 5.14 Prefix (resp. suffix) testable languages form a variety of languages. The associated variety of finite semigroups is defined by the identity $x^{\omega} y=x^{\omega}$ (resp. $y x^{\omega}=x^{\omega}$ ).

Languages that are both prefix and suffix testable form an interesting variety. Recall that a language is cofinite if its complement is finite.

Proposition 5.15 Let L be a recognizable language. The following conditions are equivalent:
(1) $L$ is prefix testable and suffix testable,
(2) $L$ is finite or cofinite,
(3) $S(L)$ satisfies the identities $x^{\omega} y=x^{\omega}=y x^{\omega}$,
(4) $S(L)$ is nilpotent

Proposition 5.15 can be refined as follows
Proposition 5.16 A language is empty or cofinite if and only if it is recognized by a finite ordered nilpotent semigroup $S$ in which $0 \leq s$ for all $s \in S$.

Note that the finite ordered nilpotent semigroups $S$ in which 0 is the smallest element form a variety of finite ordered semigroups, defined by the identities $x^{\omega} y=x^{\omega}=y x^{\omega}$ and $x^{\omega} \leq y$. The dual version of Proposition 5.16 is also of interest.

[^3]Corollary 5.17 A language is full or finite if and only if it is recognized by a finite ordered nilpotent semigroup $S$ in which $s \leq 0$ for all $s \in S$.

A language is prefix-suffix testable ${ }^{6}$ if it is a boolean combination of languages of the form $x A^{*}$ or $A^{*} x$, where $x \in A^{+}$.

Proposition 5.18 [90] Let $L$ be a language. The following conditions are equivalent:
(1) $L$ is a prefix-suffix testable language,
(2) $L$ is of the form $F A^{*} G \cup H$ for some finite languages $F, G$ and $H$,
(3) $S(L)$ satisfies the identity $x^{\omega} y x^{\omega}=x^{\omega}$,
(4) $S(L)$ is locally trivial.

Proposition 5.18 shows that prefix-suffix testable languages form a variety of languages. The corresponding variety of semigroups is LI.

A language is positively locally testable if it is a positive boolean combination of languages of the form $\{x\}, x A^{*}, A^{*} x$ or $A^{*} x A^{*}\left(x \in A^{+}\right)$and it is locally testable if it is a boolean combination of the same languages. The syntactic characterization of locally testable languages is relatively simple to state, but its proof, discovered independently by Brzozowski and Simon [41] and by McNaughton [86], requires sophisticated tools that are detailed in section 6 .

Theorem 5.19 Let $L$ be a language. The following conditions are equivalent:
(1) $L$ is locally testable,
(2) $S(L)$ satisfies the identities $x^{\omega} y x^{\omega} z x^{\omega}=x^{\omega} z x^{\omega} y x^{\omega}$ and $x^{\omega} y x^{\omega} y x^{\omega}=$ $x^{\omega} y x^{\omega}$,
(3) $S(L)$ is locally idempotent and commutative.

In the positive case, the identity $x^{\omega} y x^{\omega} \leq x^{\omega}$ must be added. Thus an ordered semigroup $S$ satisfies this identity if and only if, for every idempotent $e \in S$, and for every element $s \in S$, ese $\leq e$. This means that, in the local monoid $e S e$, the identity $e$ is the maximum element.

Theorem 5.20 Let $L$ be a language. The following conditions are equivalent:
(1) $L$ is positively locally testable,
(2) $S(L)$ satisfies the identities $x^{\omega} y x^{\omega} z x^{\omega}=x^{\omega} z x^{\omega} y x^{\omega}, x^{\omega} y x^{\omega} y x^{\omega}=$ $x^{\omega} y x^{\omega}$ and $x^{\omega} y x^{\omega} \leq x^{\omega}$.
(3) $S(L)$ is locally idempotent and commutative and in every local monoid, the identity is the maximum element.

[^4]Example 5.21 Let $A=\{a, b\}$ and let $L=A^{+} \backslash(a b)^{+}$be the language of Example 3.13. Let $S$ be the ordered syntactic semigroup of $L$. The idempotents of $S$ are $a b, b a$ and 0 and the local submonoids are $a b S a b=\{a b, 0\}$, $b a S b a=\{b a, 0\}$ and $0 S 0=\{0\}$. These three monoids are idempotent and commutative and their identity is the maximum element (since $0 \leq s$ for every $s \in S$ ). Therefore, $L$ is positively locally testable. Indeed, one has

$$
L=b A^{*} \cup A^{*} a \cup A^{*} a a A^{*} \cup A^{*} b b A^{*}
$$

One can also take into account the number of occurrences of a given word. For each word $x, u \in A^{+}$, let $\left[\begin{array}{l}u \\ x\end{array}\right]$ denote the number of occurrences of $x$ as a factor of $u$. For every integer $k$, set

$$
F(x, k)=\left\{u \in A^{+} \left\lvert\,\left[\begin{array}{l}
u \\
x
\end{array}\right] \geq k\right.\right\}
$$

In particular, $F(x, 1)=A^{*} x A^{*}$, the set of words containing at least one occurrence of $x$. A language is said to be (positively) threshold locally testable if it is a (positive) boolean combination of languages of the form $\{x\}, x A^{*}$, $A^{*} x$ or $F(x, k)\left(x \in A^{+}, k \geq 0\right)$.

A new concept is needed to state the syntactic characterization of these languages in a precise way. The Cauchy category of a semigroup $S$ is the category $C$ whose objects are the idempotents of $S$ and, given two idempotents $e$ and $f$, the set of arrows from $e$ to $f$ is the set

$$
C(e, f)=\{s \in S \mid e s=s=s f\}
$$

Given three idempotents $e, f, g$, the composition of the arrows $p \in C(e, f)$ and $q \in C(f, g)$ is the arrow $p q \in C(e, g)$. The algebraic background for this definition will be given in section 6.2.

Theorem 5.22 Let $L$ be a recognizable subset of $A^{+}$. Then $L$ is threshold locally testable if and only if $S(L)$ is aperiodic and its Cauchy category satisfies the following condition: if $p$ and $r$ are arrows from e to $f$ and if $q$ is an arrow from $f$ to $e$, then $p q r=r q p$.

The latter condition on the Cauchy category is called Thérien's condition.


Figure 6: The condition $p q r=r q p$.
In the positive case, the characterization is the following.

Theorem 5.23 Let $L$ be a recognizable subset of $A^{+}$. Then $L$ is positively threshold locally testable if and only if $S(L)$ is aperiodic, its Cauchy category satisfies Thérien's condition and in every local monoid, the identity is the maximum element.

Example 5.24 Let $A=\{a, b\}$ and let $L=a^{*} b a^{*}$. Then $L$ is recognized by the automaton shown in the figure below.


Figure 7: The minimal automaton of $a^{*} b a^{*}$.
The transitions and the relations defining the syntactic semigroup $S$ of $L$ are given in the following tables

|  | $a$ | $b$ | $b b$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | - |
| 2 | 2 | - | - |

$$
\begin{aligned}
a & =1 \\
b^{2} & =0
\end{aligned}
$$

Thus $S=\{1, b, 0\}$ and $E(S)=\{1,0\}$. The local semigroups are $0 S 0=\{0\}$ and $1 S 1=S$. The latter is not idempotent, since $b^{2} \neq b$. Therefore, $L$ is not locally testable. On the other hand, the Cauchy category of $S(L)$, represented in the figure below, satisfies the condition $p q r=r q p$.


Figure 8: The graph of $S$.
Therefore $L$ is threshold locally testable and is not positively threshold locally testable since $b \not \leq 1$.

Another way of counting factors is to count modulo $n$ for some integer $n$. To this purpose, set, for every $x \in A^{+}$and for every $k \geq 0, n>0$,

$$
F(x, k, n)=\left\{u \in A^{+} \left\lvert\,\left[\begin{array}{l}
u \\
x
\end{array}\right] \equiv k \bmod n\right.\right\}
$$

A language is said to be modulus locally testable if it is a boolean combination of languages of the form $\{x\}, x A^{*}, A^{*} x$ or $F(x, k, n)\left(x \in A^{+}, k, n \geq 0\right)$.

Theorem 5.25 [171, 169] Let $L$ be a recognizable subset of $A^{+}$. Then $L$ is modulus locally testable if and only if every local monoid of $S(L)$ is a commutative group and the Cauchy category of $S(L)$ satisfies Thérien's condition.

### 5.4 Algorithmic problems

Let $\mathbf{V}$ be a variety of finite ordered semigroups and let $\mathcal{V}$ be the associated positive variety of languages. In order to decide whether a recognizable language $L$ of $A^{+}$(given for instance by a finite automaton) belongs to $\mathcal{V}\left(A^{+}\right)$, it suffices to compute the ordered syntactic semigroup $S$ of $L$ and to verify that $S \in \mathbf{V}$. This motivates the following definition: a variety of finite ordered semigroups $\mathbf{V}$ is decidable if there is an algorithm to decide whether a given finite ordered semigroup belongs to $\mathbf{V}$. All the varieties that were considered up to now are decidable, but several open problems in this field amount to decide whether a certain variety is decidable or not.

Once it is known that a variety is decidable, it is usually not necessary to compute the ordered syntactic semigroup to decide whether $L$ belongs to $\mathcal{V}\left(A^{+}\right)$. Most of the time, one can obtain a more efficient algorithm by analyzing the minimal automaton of the language [127].

## 6 Some algebraic tools

The statement of the more advanced results presented in the next sections requires some auxiliary algebraic tools: relational morphisms, Mal'cev products and semidirect products.

### 6.1 Relational morphisms

Relational morphisms were introduced by Tilson [187]. If $S$ and $T$ are semigroups, a relational morphism $\tau: S \rightarrow T$ is a relation from $S$ into $T$, i.e. a mapping from $S$ into $\mathcal{P}(T)$ such that:
(1) $\tau(s) \tau(t) \subseteq \tau(s t)$ for all $s, t \in S$,
(2) $\tau(s)$ is non-empty for all $s \in S$,

For a relational morphism between two monoids $S$ and $T$, a third condition is required
(1) $1 \in \tau(1)$

Equivalently, $\tau$ is a relation whose graph

$$
\operatorname{graph}(\tau)=\{(s, t) \in S \times T \mid t \in \tau(s)\}
$$

is a subsemigroup (resp. submonoid if $S$ and $T$ are monoids) of $S \times T$, with first-coordinate projection onto $S$.

It is not necessary to introduce a special notion of relational morphism for ordered semigroups. Indeed, if $S$ and $T$ are ordered, then the graph of $\tau$ is naturally ordered as a subsemigroup of $S \times T$ and the projections on $S$ and $T$ are order-preserving.

Semigroup morphisms and the inverses of surjective semigroup morphisms are examples of relational morphisms. This holds even if the semigroups are ordered, and there is no need for the morphisms to be orderpreserving. In particular, if $(S, \leq)$ is an ordered semigroup equipped with a non trivial order, then the identity defines a morphism from $(S,=)$ onto $(S, \leq)$ but also a relational morphism from $(S, \leq)$ onto $(S,=)$.

The composition of two relational morphisms is again a relational morphism. In particular, given two surjective semigroup morphisms $\alpha: A^{+} \rightarrow S$ and $\beta: A^{+} \rightarrow T$, the relation $\tau=\beta \circ \alpha^{-1}$ is a relational morphism between $S$ and $T$. We shall consider two examples of this situation in which $S$ and $T$ are syntactic semigroups.

Our first example illustrates a simple, but important property of the concatenation product. Let, for $0 \leq i \leq n, L_{i}$ be recognizable languages of $A^{*}$, let $\eta_{i}: A^{*} \rightarrow M\left(L_{i}\right)$ be their syntactic morphisms and let $\eta$ : $A^{*} \rightarrow M\left(L_{0}\right) \times M\left(L_{1}\right) \times \cdots \times M\left(L_{n}\right)$ be the morphism defined by $\eta(u)=$ $\left(\eta_{0}(u), \eta_{1}(u), \ldots, \eta_{n}(u)\right)$. Let $a_{1}, a_{2}, \ldots, a_{n}$ be letters of $A$ and let $L=$ $L_{0} a_{1} L_{1} \cdots a_{n} L_{n}$. Let $\mu: A^{*} \rightarrow M(L)$ be the syntactic morphism of $L$. The relational morphism $\tau=\eta \circ \mu^{-1}: M(L) \rightarrow M\left(L_{0}\right) \times M\left(L_{1}\right) \times \cdots \times M\left(L_{n}\right)$ has a remarkable property.

Proposition 6.1 For every idempotent e of $M\left(L_{0}\right) \times M\left(L_{1}\right) \times \cdots \times M\left(L_{n}\right)$, $\tau^{-1}(e)$ is an ordered semigroup that satisfies the identity $x^{\omega} y x^{\omega} \leq x^{\omega}$.

Proposition 6.1 is a simplified version $[126,127]$ of an earlier result of Straubing [164].

There is a similar result for syntactic semigroups. In this case, we consider languages of the form $L=u_{0} L_{1} u_{1} \cdots L_{n} u_{n}$, where $u_{0}, u_{1}, \ldots, u_{n}$ are words of $A^{*}$ and $L_{1}, \ldots, L_{n}$ are recognizable languages ${ }^{7}$ of $A^{+}$. Let $\eta_{i}: A^{+} \rightarrow S\left(L_{i}\right)$ be the syntactic morphism of $L_{i}$ and let

$$
\eta: A^{+} \rightarrow S\left(L_{1}\right) \times S\left(L_{2}\right) \times \cdots \times S\left(L_{n}\right)
$$

be the morphism defined by $\eta(u)=\left(\eta_{1}(u), \eta_{2}(u), \ldots, \eta_{n}(u)\right)$. Finally, let $\mu: A^{+} \rightarrow S(L)$ be the syntactic morphism of $L$ and let $\tau=\eta \circ \mu^{-1}$.

Proposition 6.2 For every idempotent e of $S\left(L_{1}\right) \times S\left(L_{2}\right) \times \cdots \times S\left(L_{n}\right)$, $\tau^{-1}(e)$ is an ordered semigroup that satisfies the identity $x^{\omega} y x^{\omega} \leq x^{\omega}$.

[^5]The product $L=L_{0} a_{1} L_{1} \cdots a_{n} L_{n}$ is unambiguous if every word $u$ of $L$ admits a unique factorization of the form $u_{0} a_{1} u_{1} \cdots a_{n} u_{n}$ with $u_{0} \in L_{0}$, $\ldots, u_{n} \in L_{n}$. It is left deterministic (resp. right deterministic) if, for $1 \leq i \leq n, u$ has a unique prefix (resp. suffix) in $L_{0} a_{1} L_{1} \cdots L_{i-1} a_{i}$ (resp. $a_{i} L_{i} \cdots a_{n} L_{n}$ ). If the product is unambiguous, left deterministic or right deterministic, Proposition 6.1 can be improved as follows.

Proposition 6.3 If the product $L_{0} a_{1} L_{1} \cdots a_{n} L_{n}$ is unambiguous (resp. left deterministic, right deterministic), then for every idempotent e of $M\left(L_{0}\right) \times$ $M\left(L_{1}\right) \times \cdots \times M\left(L_{n}\right), \tau^{-1}(e)$ is an ordered semigroup that satisfies the identity $x^{\omega} y x^{\omega}=x^{\omega}$ (resp. $x^{\omega} y=x^{\omega}, y x^{\omega}=x^{\omega}$ ).

A similar result holds for languages of $A^{+}$and unambiguous (resp. left deterministic, right deterministic) products of the form

$$
L=u_{0} L_{1} u_{1} \cdots L_{n} u_{n} .
$$

The product $L=L_{0} a_{1} L_{1} \cdots a_{n} L_{n}$ is bideterministic if it is both left and right deterministic. Bideterministic products were introduced by Schützenberger [148] and studied in more detail in [123, 34, 35]. In particular, Branco proved an analog of Proposition 6.3 for the bideterministic product, but the condition bears on the kernel category of the relational morphism $\tau$ (see section 6.3).

Our second example, also due to Straubing [164] concerns the star operation. Recall that a language $L$ is pure if, for every $u \in L$ and every $n>0, u^{n} \in L$ implies $u \in L$. Now consider the syntactic morphism $\eta: A^{*} \rightarrow M(L)$ of a recognizable language $L$ and let $\mu: A^{*} \rightarrow M\left(L^{*}\right)$ be the syntactic morphism of $L^{*}$. Then consider the relational morphism $\tau=\eta \circ \mu^{-1}: M\left(L^{*}\right) \rightarrow M(L)$.

Proposition 6.4 If $L^{*}$ is a pure language, then for every idempotent e of $M(L), \tau^{-1}(e)$ is an aperiodic semigroup.

### 6.2 Mal'cev product

Let $S$ and $T$ be ordered semigroups and let $\tau: S \rightarrow T$ be a relational morphism. Then, for every ordered subsemigroup $T^{\prime}$ of $T$, the set

$$
\tau^{-1}(e)=\{s \in S \mid e \in \tau(s)\}
$$

is an ordered subsemigroup of $S$. Let $\mathbf{W}$ be a variety of ordered semigroups. A relational morphism $\tau: S \rightarrow T$ is called a $\mathbf{W}$-relational morphism if, for every idempotent $e \in T$, the ordered semigroup $\tau^{-1}(e)$ belongs to $\mathbf{W}$.

If $\mathbf{V}$ is a variety of semigroups (resp. monoids), the class $\mathbf{W} @ \mathbf{V}$ of all ordered semigroups (resp. monoids) $S$ such that there exists a $\mathbf{W}$-relational morphism from $S$ onto a semigroup (resp. monoid) of $\mathbf{V}$ is a variety of
ordered semigroups, called the Mal'cev product of $\mathbf{W}$ and $\mathbf{V}$. Let $\mathbf{W}$ be a variety of ordered semigroups, defined by a set $E$ of identities. The following theorem, proved in [124] describes a set of identities defining $\mathbf{W}$ M1) $\mathbf{V}$.

Theorem 6.5 Let $\mathbf{V}$ be a variety of monoids and let $\mathbf{W}=\llbracket E \rrbracket$ be a variety of ordered semigroups. Then $\mathbf{W}$ (M1) $\mathbf{V}$ is defined by the identities of the form $\sigma(x) \leq \sigma(y)$, where $x \leq y$ is an identity of $E$ with $x, y \in \widehat{B}^{*}$ for some finite alphabet $B$ and $\sigma: \widehat{B}^{*} \rightarrow \widehat{A}^{*}$ is a continuous morphism such that, for all $b, b^{\prime} \in B, \mathbf{V}$ satisfies the identity $\sigma(b)=\sigma\left(b^{\prime}\right)=\sigma\left(b^{2}\right)$.

Despite its rather abstract statement, Theorem 6.5 can be used to produce effectively identities of some Mal'cev products [124]. Mal'cev products play an important role in the study of the concatenation product, as will be shown in Section 7.1.

### 6.3 Semidirect product

Let $S$ and $T$ be semigroups. We write the product in $S$ additively to provide a more transparent notation, but it is not meant to suggest that $S$ is commutative. A left action of $T$ on $S$ is a map $(t, s) \rightarrow t s$ from $T^{1} \times S$ into $S$ such that, for all $s, s_{1}, s_{2} \in S$ and $t, t_{1}, t_{2} \in T$,
(1) $\left(t_{1} t_{2}\right) s=t_{1}\left(t_{2} s\right)$
(2) $t\left(s_{1}+s_{2}\right)=t s_{1}+t s_{2}$
(3) $1 s=s$

If $S$ is a monoid with identity 0 , the action is unitary if it satisfies, for all $t \in T$,
(1) $t 0=0$

Given such a left action ${ }^{8}$, the semidirect product of $S$ and $T$ (with respect to this action) is the semigroup $S * T$ defined on the set $S \times T$ by the product

$$
\left(s_{1}, t_{1}\right)\left(s_{2}, t_{2}\right)=\left(s_{1}+t_{1} s_{2}, t_{1} t_{2}\right)
$$

Given two varieties of finite semigroups $\mathbf{V}$ and $\mathbf{W}$, denote by $\mathbf{V} * \mathbf{W}$ the variety of finite semigroups generated by the semidirect products $S * T$ with $S \in \mathbf{V}$ and $T \in \mathbf{W}$. One can define similarly the semidirect product of two varieties of finite monoids, or of a variety of finite monoid and a variety of finite semigroups. For instance, if $\mathbf{V}$ is a variety of finite monoids and $\mathbf{W}$ is a variety of finite semigroups, $\mathbf{V} * \mathbf{W}$ is the variety of finite semigroups generated by the semidirect products $S * T$ with $S \in \mathbf{V}$ and $T \in \mathbf{W}$ such that the action of $T$ on $S$ is unitary.

[^6]The wreath product is closely related to the semidirect product. The wreath product $S \circ T$ of two semigroups $S$ and $T$ is the semidirect product $S^{T^{1}} * T$ defined by the action of $T$ on $S^{T^{1}}$ given by

$$
t f\left(t^{\prime}\right)=f\left(t t^{\prime}\right)
$$

for $f: T^{1} \rightarrow S$ and $t, t^{\prime} \in T^{1}$. In particular, the multiplication in $S \circ T$ is given by

$$
\left(f_{1}, t_{1}\right)\left(f_{2}, t_{2}\right)=\left(f, t_{1} t_{2}\right) \text { where } f(t)=f_{1}(t)+f_{2}\left(t_{1} t\right) \text { for all } t \in T^{1}
$$

In a way, the wreath product is the most general semidirect product since every semidirect product $S * T$ is a subsemigroup of $S \circ T$. It follows that $\mathbf{V} * \mathbf{W}$ is generated by all wreath products of the form $S \circ T$, where $S \in \mathbf{V}$ and $T \in \mathbf{W}$. Although the semidirect product is not an associative operation, it become associative at the variety level. That is, if $\mathbf{V}_{1}, \mathbf{V}_{2}$ and $\mathbf{V}_{3}$ are varieties of finite semigroups, then $\left(\mathbf{V}_{1} * \mathbf{V}_{2}\right) * \mathbf{V}_{3}=\mathbf{V}_{1} *\left(\mathbf{V}_{2} * \mathbf{V}_{3}\right)$.

Wreath products allow to decompose semigroups into smaller pieces. Let $U_{1}$ be the monoid $\{1,0\}$ under usual multiplication and let $U_{2}=\{1, a, b\}$ be the monoid defined by the multiplication $a a=b a=a$ and $a b=b b=b$.

Theorem 6.6 The following decompositions hold:
(1) Every solvable group divides a wreath product of commutative groups,
(2) Every $\mathcal{R}$-trivial monoid divides a wreath product of copies of $U_{1}$,
(3) Every aperiodic monoid divides a wreath product of copies of $U_{2}$,
(4) Every monoid divides a wreath product of groups and copies of $U_{2}$,

Statement (4) is the celebrated Krohn-Rhodes theorem [5, 53, 169]. Wreath product decompositions were first used in language theory to get a new proof of Schützenberger's theorem [44, 88]. This use turns out to be a particular case of Straubing's "wreath product principle" [159, 168], which provides a description of the languages recognized by the wreath product of two finite monoids.

Let $M$ and $N$ be two finite monoids and let $\eta: A^{*} \rightarrow M \circ N$ be a monoid morphism. We denote by $\pi: M \circ N \rightarrow N$ the monoid morphism defined by $\pi(f, n)=n$ and we put $\varphi=\pi \circ \eta$. Thus $\varphi$ is a monoid morphism from $A^{*}$ into $N$. Let $B=N \times A$ and $\sigma: A^{*} \rightarrow B^{*}$ be the map defined by

$$
\sigma\left(a_{1} a_{2} \cdots a_{n}\right)=\left(1, a_{1}\right)\left(\varphi\left(a_{1}\right), a_{2}\right) \cdots\left(\varphi\left(a_{1} a_{2} \cdots a_{n_{1}}\right), a_{n}\right)
$$

Observe that $\sigma$ is not a morphism, but a sequential function [19]. Straubing's result can be stated as follows.

Theorem 6.7 If a language $L$ is recognized by $\eta: A^{*} \rightarrow M \circ N$, then $L$ is a finite boolean combination of languages of the form $X \cap \sigma^{-1}(Y)$, where $Y \subset B^{*}$ is recognized by $M$ and where $X \subset A^{*}$ is recognized by $N$.

In view of the decomposition results of Theorem 6.6, this principle can be used to describe the variety of languages corresponding to solvable groups (Theorem 7.18 below), $\mathcal{R}$-trivial monoids (Corollaries 7.8 and 7.14 ) or aperiodic monoids (Theorem 5.2). Theorem 6.6 is also the key result in the proof of Theorems 7.12 and 7.21 .

The wreath product principle can be adapted to the case of a wreath product of a monoid by a semigroup. Varieties of the form $\mathbf{V} * \mathbf{L I}$ received special attention. See the examples at the end of this section.

However, all these results yield the following question: if $\mathbf{V}$ and $\mathbf{W}$ are decidable varieties of finite monoids (or semigroups), is $\mathbf{V} * \mathbf{W}$ also decidable ? A negative answer was given in the general case [1], but several positive results are also known. A few more definitions on categories are needed to state these results precisely.

Let $M$ and $N$ be two monoids and let $\tau: M \rightarrow N$ be a relational morphism. Let $C$ be the category such that $O b(C)=N$ and, for all $u, v \in N$,

$$
C(u, v)=\{(u, s, v) \in N \times M \times N \mid v \in u \tau(s)\} .
$$

Composition is given by $(u, s, v)(v, t, w)=(u, s t, w)$. Now the kernel category of $\tau$ is the quotient of $C$ by the congruence $\sim$ defined by

$$
(u, s, v) \sim(u, t, v) \text { if and only if } m s=m t \text { for all } m \in \tau^{-1}(u)
$$

Thus the kernel category identifies elements with the same action on each fiber ${ }^{9} \tau^{-1}(u)$.

The next theorem, due to Tilson [188], relates semidirect products and relational morphisms.

Theorem 6.8 Let $\mathbf{V}$ and $\mathbf{W}$ be two variety of finite monoids. A monoid $M$ belongs to $\mathbf{V} * \mathbf{W}$ if and only if there exists a relational morphism $\tau: M \rightarrow T$, where $T \in \mathbf{W}$, whose kernel category divides a monoid of $\mathbf{V}$.

There is an analogous result (with a few technical modifications) when $\mathbf{W}$ is a variety of finite semigroups. In view of Theorem 6.8, it is important to characterize, given a variety of finite monoids $\mathbf{V}$, the categories that divide a monoid of $\mathbf{V}$. The problem is not solved in general, but one can try to apply one of the following results.

A first idea is to convert a category, which can be considered as a "partial semigroup" under composition of arrows, into a real semigroup. If $C$ be a category, associate with each arrow $p \in C(u, v)$ the triple $(u, p, v)$. Let $S(C)$ be the set of all such triples, along with a new element denoted 0 . Next

[^7]define a multiplication on $S(C)$ by setting
\[

(u, p, v)\left(u^{\prime}, p^{\prime}, v^{\prime}\right)= $$
\begin{cases}\left(u, p p^{\prime}, v^{\prime}\right) & \text { if } v=u^{\prime} \\ 0 & \text { otherwise }\end{cases}
$$
\]

It is easy to verify that $S(C)$ is a semigroup. The interest of this construction lies in the following theorem $[166,188]$. Recall that $B A_{2}$ is the five element semigroup considered in example 3.11.

Theorem 6.9 Let $\mathbf{V}$ be a variety of finite monoids containing the monoid $B A_{2}^{1}$. Then a category $C$ divides a monoid of $\mathbf{V}$ if and only if $S(C)^{1}$ belongs to $\mathbf{V}$.

Corollary 6.10 Let $\mathbf{V}$ be a decidable variety of finite monoids containing the monoid $B A_{2}^{1}$. Then it is decidable whether a given finite category divides a monoid of $\mathbf{V}$.

Thus the question raised above is solved for varieties of finite monoids that contain $B A_{2}^{1}$, for instance the variety $A$ of finite aperiodic monoids. We are now mainly interested in varieties of finite monoids that do not contain $B A_{2}^{1}$. These varieties are exactly the subvarieties of the variety of finite monoids in which each regular $\mathcal{J}$-class is a semigroup. This variety, denoted DS, is defined by the identities $\left((x y)^{\omega}(y x)^{\omega}(x y)^{\omega}\right)^{\omega}=(x y)^{\omega}$.

The problem is also easy to solve for another type of varieties, the local varieties. For these varieties, it suffices to check whether the local monoids of the category are in $\mathbf{V}$. More precisely, a variety $\mathbf{V}$ is local if and only if every category whose local monoids are in $\mathbf{V}$ divides a monoid of $\mathbf{V}$. Local varieties were first characterized in [183]. See also [188].

Theorem 6.11 A non trivial variety $\mathbf{V}$ is local if and only if $\mathbf{V} * \mathbf{L I}=\mathbf{L V}$.
In spite of this theorem, it is not easy in general to know whether a variety of finite monoids is local or not, even for the subvarieties of DS. The next theorem summarizes results of Simon, Thérien, Weiss, Tilson, Jones and Almeida [41, 53, 183, 195, 188, 67, 6]. In this theorem, DA denotes the intersection of $\mathbf{A}$ and DS. Thus DA is the variety of finite monoids in which each regular $\mathcal{J}$-class is an idempotent semigroup.

Theorem 6.12 The following varieties are local: any non trivial variety of finite groups, the varieties $\mathbf{J}_{1}, \mathbf{D A}, \mathbf{D S}, \llbracket x^{\omega}=x^{\omega+1}, x^{\omega} y=y x^{\omega} \rrbracket$ and the varieties $\llbracket x^{n}=x \rrbracket$ for each $n>1$.

Note that if $\mathbf{V}$ is a decidable local variety, one can effectively decide whether a finite category divides a monoid of $\mathbf{V}$. Unfortunately, some varieties, like the trivial variety I, are not local. However, a decidability result can still be obtained in some cases. We just mention the most important of them, which concern four important subvarieties of DS.

Theorem 6.13 [188] A category $C$ divides a trivial monoid if and only if, for every $u, v \in O b(C)$, the set $C(u, v)$ has at most one element.

Theorem 6.14 [72] A category $C$ divides a finite $\mathcal{J}$-trivial monoid if and only if, for every $u, v \in O b(C)$, for each $p, r \in C(u, v)$ and each $q, s \in$ $C(v, u),(p q)^{\omega} p s(r s)^{\omega}=(p q)^{\omega}(r s)^{\omega}$.

Theorem 6.15 [183] A category $C$ divides a finite commutative monoid if and only if, for every $u, v \in O b(C)$, for every $p, r \in C(u, v)$ and every $q \in C(v, u), p q r=r q p$.

Theorem 6.16 [183] A category $C$ divides a finite aperiodic commutative monoid if and only if, the local monoids of $C$ are aperiodic and, for every $u, v \in O b(C)$, for every $p, r \in C(u, v)$ and every $q \in C(v, u), p q r=r q p$.

Semidirect products of the form $\mathbf{V} * \mathbf{L I}$ deserved special attention. The key result is due to Straubing [166] and was formalized in [188]. It is a generalization of former results of $[41,86,71]$.

Theorem 6.17 [166] Let $\mathbf{V}$ be a variety of finite monoids. A semigroup belongs to $\mathbf{V} * \mathbf{L I}$ if and only if its Cauchy category divides a monoid of $\mathbf{V}$.

With all these powerful tools in hand, one can now sketch a proof of Theorems 5.19,5.22 and 5.25. First, one makes use of the wreath product principle to show that the variety of finite semigroups associated with the locally testable (resp. threshold locally testable, modulus locally testable) languages is the variety $\mathbf{J}_{1} * \mathbf{L I}$ (resp. Acom $* \mathbf{L I}, \mathbf{G c o m} * \mathbf{L I}$ ). It follows by Theorem 6.17 that a recognizable language is locally testable (resp. threshold locally testable, modulus locally testable) if and only if the Cauchy category of its syntactic semigroup divides a monoid of $\mathbf{J}_{1}$ (resp. Acom, Gcom). It remains to apply Theorem 6.12 (or Theorem 6.16 in the case of Acom) to conclude.

Theorem 8.19 below is another application of Theorem 6.17.

### 6.4 Representable transductions

In this section, we address the following general problem. Let $L_{1}, \ldots, L_{n}$ be languages recognized by monoids $M_{1}, \ldots, M_{n}$, respectively. Given an operation $\varphi$ on these languages, find a monoid which recognizes $\varphi\left(L_{1}, \ldots, L_{n}\right)$. The key idea of our construction is to consider, when it is possible, an operation $\varphi: A^{*} \times \cdots \times A^{*} \rightarrow A^{*}$ as the inverse of a transduction $\tau: A^{*} \rightarrow$ $A^{*} \times \cdots \times A^{*}$. Then, for a rather large class of transductions, it is possible to solve our problem explicitly. Precise definitions are given below.

Transductions were intensively studied in connection with context-free languages [19]. For our purpose, it suffices to consider transductions $\tau$ from a
free monoid $A^{*}$ into an arbitrary monoid $M$ such that, if $P$ is a recognizable subset of $M$, then $\tau^{-1}(P)$ is a recognizable subset of $A^{*}$. It is well known that rational transductions have this property. In this case, $\tau$ can be realized by a transducer, which is essentially a non deterministic automaton with output. Now, just as automata can be converted into semigroups, automata with outputs can be converted into matrix representations. In particular, every rational transduction admits a linear representation. It turns out that the important property is to have a matrix representation. Whether this representation is linear or not is actually irrelevant for our purpose. We now give the formal definitions.

Let $M$ be a monoid. A transduction $\tau: A^{*} \rightarrow M$ is a relation from $A^{*}$ into $M$, i.e. a function from $A^{*}$ into $\mathcal{P}(M)$. If $P$ is a subset of $M, \tau^{-1}(P)$ is the image of $P$ by the relation $\tau^{-1}: M \rightarrow A^{*}$. Therefore

$$
\tau^{-1}(P)=\left\{u \in A^{*} \mid \tau(u) \cap P \neq \emptyset\right\}
$$

The definition of a representable transduction requires some preliminaries. The set $\mathcal{P}(M)$ is a semiring under union (as addition) and subset product (as multiplication). Therefore, for each $n>0$, the set $\mathcal{P}(M)^{n \times n}$ of $n$ by $n$ matrices with entries in $\mathcal{P}(M)$ is again a semiring for addition and multiplication of matrices induced by the operations in $\mathcal{P}(M)$.

Let $X$ be an alphabet and let $M \oplus X^{*}$ be the free product of $M$ and $X^{*}$, that is, the set of the words of the form $m_{0} x_{1} m_{1} x_{2} m_{2} \cdots x_{k} m_{k}$, with $m_{0}, m_{1}, \ldots, m_{k} \in M$ and $x_{1}, \ldots, x_{k} \in X$, equipped with the product

$$
\begin{aligned}
\left(m_{0} x_{1} m_{1} x_{2} m_{2}\right. & \left.\cdots x_{k} m_{k}\right)\left(m_{0}^{\prime} x_{1}^{\prime} m_{1}^{\prime} x_{2}^{\prime} m_{2}^{\prime} \cdots x_{k}^{\prime} m_{k}^{\prime}\right)= \\
& m_{0} x_{1} m_{1} x_{2} m_{2} \cdots x_{k}\left(m_{k} m_{0}^{\prime}\right) x_{1}^{\prime} m_{1}^{\prime} x_{2}^{\prime} m_{2}^{\prime} \cdots x_{k}^{\prime} m_{k}^{\prime}
\end{aligned}
$$

A series in the non commutative variables $X$ with coefficients in $\mathcal{P}(M)$ is an element of $\mathcal{P}\left(M \oplus X^{*}\right)$, that is, a formal sum of words of the form $m_{0} x_{1} m_{1} x_{2} m_{2} \cdots x_{k} m_{k}$.

A representation of dimension $n$ for the transduction $\tau$ is a pair $(\mu, s)$, where $\mu$ is a monoid morphism from $A^{*}$ into $\mathcal{P}(M)^{n \times n}$ and $s$ is a series in the non commutative variables $\left\{x_{1,1}, \ldots, x_{n, n}\right\}$ with coefficients in $\mathcal{P}(M)$ such that, for all $u \in A^{*}$,

$$
\tau(u)=s[\mu(u)]
$$

where the expression $s[\mu(u)]$ denotes the subset of $M$ obtained by substituting $\left(\mu(u)_{1,1}, \ldots, \mu(u)_{n, n}\right)$ for $\left(x_{1,1}, \ldots, x_{n, n}\right)$ in $s$. A transduction is representable if it admits a representation. The following example should help the reader to understand this rather abstract definition.

Example 6.18 Let $A=\{a, b\}, M=A^{*}$ and let $\mu$ be the morphism from $A^{*}$ into $\mathcal{P}\left(A^{*}\right)^{2 \times 2}$ defined by

$$
\mu(u)=\left(\begin{array}{cc}
u & \emptyset \\
\emptyset & A^{|u|}
\end{array}\right)
$$

Then the following transductions from $A^{*}$ into $A^{*}$ admit a representation of the form $(\mu, s)$ for some series $s$.
(1) $\tau_{1}(u)=A^{|u|} u A^{|u|}$
(2) $\tau_{2}(u)=L_{0} u L_{1} u \ldots u L_{k}$, where $L_{0}, \ldots, L_{k}$ are arbitrary languages,

It suffices to take

$$
s=x_{2,2} x_{1,1} x_{2,2}
$$

in the first case and

$$
s=\sum_{u_{0} \in L_{0}, \ldots, u_{k} \in L_{k}} u_{0} x_{1,1} u_{1} \cdots x_{1,1} u_{k}
$$

in the second case.
Suppose that a transduction $\tau: A^{*} \rightarrow M$ admits a representation $(\mu, s)$, where $\mu: A^{*} \rightarrow \mathcal{P}(M)^{n \times n}$. Then every monoid morphism $\varphi: M \rightarrow N$ induces a monoid morphism $\varphi: \mathcal{P}(M)^{n \times n} \rightarrow \mathcal{P}(N)^{n \times n}$. The main property of representable transductions can now be stated.

Theorem 6.19 [115, 116] Let $(\mu, s)$ be a representation for a transduction $\tau: A^{*} \rightarrow M$. If $P$ is a subset of $M$ recognized by $\varphi$, then the language $\tau^{-1}(P)$ is recognized by the monoid $(\varphi \circ \mu)\left(A^{*}\right)$.

Corollary 6.20 Let $\tau: A^{*} \rightarrow M$ be a representable transduction. Then for every recognizable subset $P$ of $M$, the language $\tau^{-1}(P)$ is recognizable.

The precise description of the monoid $(\varphi \circ \mu)\left(A^{*}\right)$ is the key to understand several operations on languages.

Example 6.21 This is a continuation of Example 6.18. Let

$$
\tau_{1}(u)=A^{|u|} u A^{|u|}
$$

Then, for every language $L$ of $A^{*}$,

$$
\begin{aligned}
\tau_{1}^{-1}(L)=\left\{u \in A^{*} \mid \text { there exist } u_{0}, u_{1} \text { with }\left|u_{0}\right|=|u|=\right. & \left|u_{1}\right| \\
& \left.\quad \text { and } u_{0} u u_{1} \in L\right\}
\end{aligned}
$$

Thus $\tau_{1}^{-1}(L)$ is the set of "middle thirds" of words of $L$.
Let $\tau_{2}(u)=u^{2}$. Then, for every language $L$ of $A^{*}$,

$$
\tau_{2}^{-1}(L)=\left\{u \in A^{*} \mid u^{2} \in L\right\}
$$

Thus $\tau_{2}^{-1}(L)$ is the "square root" of $L$. In both cases, the transduction has a representation of the form $(\mu, s)$, where $\mu: A^{*} \rightarrow \mathcal{P}\left(A^{*}\right)^{2 \times 2}$ is defined by

$$
\mu(u)=\left(\begin{array}{cc}
u & \emptyset \\
\emptyset & A^{|u|}
\end{array}\right)
$$

Thus if $\varphi: A^{*} \rightarrow N$ is a monoid morphism and if $\varphi(A)=X,(\varphi \circ \mu)\left(A^{*}\right)$ is a monoid of matrices of $\mathcal{P}(N)^{2 \times 2}$ of the form

$$
\left(\begin{array}{cc}
\{x\} & \emptyset \\
\emptyset & X^{k}
\end{array}\right)
$$

with $x \in N$ and $k \geq 0$. Thus this monoid can be identified with a submonoid of $N \times C$, where $C$ is the submonoid of $\mathcal{P}(N)$ generated by $X$. In particular, $C$ is commutative.

We now give some examples of application of Theorem 6.19.

## Inverse substitutions.

Recall that a substitution from $A^{*}$ into $M$ is a monoid morphism from $A^{*}$ into $\mathcal{P}(M)$. Therefore a substitution $\sigma: A^{*} \rightarrow M$ has a representation of dimension 1. Thus if $L$ is a subset of $M$ recognized by a monoid $N$, then $\sigma^{-1}(L)$ is recognized by a submonoid of $\mathcal{P}(N)$.

## Length preserving morphisms.

Let $\varphi: A^{*} \rightarrow B^{*}$ be a length preserving morphism. Then the transduction $\varphi^{-1}: B^{*} \rightarrow A^{*}$ is a substitution. Thus, if $L$ is a subset of $A^{*}$ recognized by a monoid $N$, then $\varphi(L)$ is recognized by a submonoid of $\mathcal{P}(N)$.

## Shuffle product.

Recall that the shuffle of $n$ words $u_{1}, \ldots, u_{n}$ is the set $u_{1} Ш \ldots \amalg u_{n}$ of all words of the form

$$
u_{1,1} u_{2,1} \cdots u_{n, 1} u_{1,2} u_{2,2} \cdots u_{n, 2} \cdots u_{1, k} u_{2, k} \cdots u_{n, k}
$$

with $k \geq 0, u_{i, j} \in A^{*}$, such that $u_{i, 1} u_{i, 2} \cdots u_{i, k}=u_{i}$ for $1 \leq i \leq n$. The shuffle of $k$ languages $L_{1}, \ldots, L_{k}$ is the language

$$
L_{1} Ш \cdots \amalg L_{k}=\bigcup_{u_{1} \in L_{1}, \ldots, u_{k} \in L_{k}} u_{1} Ш \cdots \amalg u_{k}
$$

Let $\tau: A^{*} \rightarrow A^{*} \times \cdots \times A^{*}$ be the transduction defined by

$$
\tau(u)=\left\{\left(u_{1}, \cdots, u_{k}\right) \in A^{*} \times \cdots \times A^{*} \mid u \in u_{1} Ш \cdots Ш u_{k}\right\}
$$

Then $\tau^{-1}\left(L_{1} \times \cdots \times L_{k}\right)=L_{1} Ш \cdots Ш L_{k}$. Furthermore $\tau$ is a substitution defined, for every $a \in A$, by

$$
\tau(a)=\{(a, 1, \ldots, 1),(1, a, 1, \ldots, 1), \ldots,(1,1, \ldots, 1, a)\}
$$

Thus, if $L_{1}, \ldots, L_{k}$ are languages recognized by monoids $M_{1}, \ldots, M_{k}$, respectively, then $L_{1} \amalg \cdots Ш L_{k}$ is recognized by a submonoid of $\mathcal{P}\left(M_{1} \times\right.$ $\left.\cdots \times M_{k}\right)$.

Other examples include the concatenation product - which leads to a construction on monoids called the Schützenberger product [163] - and the inverse of a sequential function, or more generally of rational function, which is intimately related to the wreath product. See $[115,116,105]$ for the details.

## 7 The concatenation product

The concatenation product is certainly the most studied operation on languages. As was the case in section 6.1, we shall actually consider products of the form $L_{0} a_{1} L_{1} \cdots a_{n} L_{n}$, where the $a_{i}$ 's are letters or of the form $u_{0} L_{1} u_{1} \cdots L_{n} u_{n}$, where the $u_{i}$ 's are words.

### 7.1 Polynomial closure

Polynomial operations comprise finite union and concatenation product. This terminology, first introduced by Schützenberger, comes from the fact that languages form a semiring under union as addition and concatenation as multiplication. There are in fact two slightly different notions of polynomial closure, one for +-classes and one for $*$-classes.

The polynomial closure of a set of languages $\mathcal{L}$ of $A^{*}$ is the set of languages of $A^{*}$ that are finite unions of languages of the form

$$
L_{0} a_{1} L_{1} \cdots a_{n} L_{n}
$$

where $n \geq 0$, the $a_{i}$ 's are letters and the $L_{i}$ 's are elements of $\mathcal{L}$.
The polynomial closure of a set of languages $\mathcal{L}$ of $A^{+}$is the set of languages of $A^{+}$that are finite unions of languages of the form

$$
u_{0} L_{1} u_{1} \cdots L_{n} u_{n}
$$

where $n \geq 0$, the $u_{i}$ 's are words of $A^{*}$ and the $L_{i}$ 's are elements of $\mathcal{L}$. If $n=0$, one requires of course that $u_{0}$ is not the empty word.

By extension, if $\mathcal{V}$ is a $*$-variety (resp. +-variety), we denote by $\operatorname{Pol} \mathcal{V}$ the class of languages such that, for every alphabet $A, \operatorname{Pol} \mathcal{V}\left(A^{*}\right)$ (resp. $\operatorname{Pol} \mathcal{V}\left(A^{+}\right)$) is the polynomial closure of $\mathcal{V}\left(A^{*}\right)$ (resp. $\mathcal{V}\left(A^{+}\right)$). Symmetrically, we denote by $\mathrm{Co}-\mathrm{Pol} \mathcal{V}$ the class of languages such that, for every alphabet $A$, $\operatorname{Co-Pol} \mathcal{V}\left(A^{*}\right)$ (resp. $\left.\operatorname{Co-Pol} \mathcal{V}\left(A^{+}\right)\right)$is the set of languages $L$ whose complement is in $\operatorname{Pol} \mathcal{V}\left(A^{*}\right)\left(\right.$ resp. $\left.\operatorname{Pol} \mathcal{V}\left(A^{+}\right)\right)$. Finally, we denote by $\mathrm{BPol} \mathcal{V}$ the class of languages such that, for every alphabet $A, \operatorname{BPol} \mathcal{V}\left(A^{*}\right)$ (resp. BPol $\mathcal{V}\left(A^{+}\right)$) is the closure of $\operatorname{Pol} \mathcal{V}\left(A^{*}\right)$ (resp. Pol $\mathcal{V}\left(A^{+}\right)$) under finite boolean operations (finite union and complement).

Proposition 6.1 above is the first step in the proof of the following algebraic characterization of the polynomial closure [126, 127], which makes use of a deep combinatorial result of semigroup theory [153, 154, 155].

Theorem 7.1 Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. Then Pol $\mathcal{V}$ is a positive variety and the associated variety of finite ordered monoids is the Mal'cev product $\llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket(M) \mathbf{V}$.

In the case of +-varieties, the previous result also holds with the appropriate definition of polynomial closure. The following consequence was first proved by Arfi [11, 12].

Corollary 7.2 For each variety of languages $\mathcal{V}$, Pol $\mathcal{V}$ and $C o-P o l \mathcal{V}$ are positive varieties of languages. In particular, for each alphabet A, Pol $\mathcal{V}\left(A^{*}\right)$ and Co-Pol $\mathcal{V}\left(A^{*}\right)$ (resp. Pol $\mathcal{V}\left(A^{+}\right)$and Co-Pol $\mathcal{V}\left(A^{+}\right)$in the case of a $+-v a r i e t y)$ are closed under finite union and intersection.

### 7.2 Unambiguous and deterministic polynomial closure

The unambiguous polynomial closure of a set of languages $\mathcal{L}$ of $A^{*}$ is the set of languages of $A^{*}$ that are finite unions of unambiguous products of the form $L_{0} a_{1} L_{1} \cdots a_{n} L_{n}$, where $n \geq 0$, the $a_{i}$ 's are letters and the $L_{i}$ 's are elements of $\mathcal{L}$. Similarly, the unambiguous polynomial closure of a set of languages $\mathcal{L}$ of $A^{+}$is the set of languages of $A^{+}$that are finite unions of unambiguous products of the form

$$
u_{0} L_{1} u_{1} \cdots L_{n} u_{n}
$$

where $n \geq 0$, the $u_{i}$ 's are words of $A^{*}$ and the $L_{i}$ 's are elements of $\mathcal{L}$. If $n=0$, one requires that $u_{0}$ is not the empty word.

The left and right deterministic polynomial closure are defined analogously, by replacing "unambiguous" by "left (resp. right) deterministic".

By extension, if $\mathcal{V}$ is a variety of languages, we denote by UPol $\mathcal{V}$ the class of languages such that, for every alphabet $A$, UPol $\mathcal{V}\left(A^{*}\right)$ (resp. $\mathrm{UPol} \mathcal{V}\left(A^{+}\right)$) is the unambiguous polynomial closure of $\mathcal{V}\left(A^{*}\right)$ (resp. $\mathcal{V}\left(A^{+}\right)$). Similarly, the left (resp. right) deterministic polynomial closure of $\mathcal{V}$ is denoted $\mathrm{D}^{\ell} \operatorname{Pol} \mathcal{V}$ (resp. $\left.\mathrm{D}^{r} \operatorname{Pol} \mathcal{V}\right)$. The algebraic counterpart of the unambiguous polynomial closure is given in the following theorems [97, 120].

Theorem 7.3 Let $\mathbf{V}$ be a variety of finite monoids (resp. semigroups) and let $\mathcal{V}$ be the associated variety of languages. Then UPol $\mathcal{V}$ is a variety of languages, and the associated variety of monoids (resp. semigroups) is $\llbracket x^{\omega} y x^{\omega}=x^{\omega} \rrbracket$ (M) $\mathbf{V}$.

Theorem 6.5 leads to the following description of a set of identities defining the variety $\llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket$ (IL) $\mathbf{V}$.

Proposition 7.4 Let $\mathbf{V}$ be a variety of monoids. Then $\llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket \mathbb{M}$ is defined by the identities of the form $x^{\omega} y x^{\omega} \leq x^{\omega}$, where $x, y \in \widehat{A}^{*}$ for some finite set $A$ and $\mathbf{V}$ satisfies $x=y=x^{2}$.

Recall that the variety $\llbracket x^{\omega} y x^{\omega}=x^{\omega} \rrbracket$ is the variety $\mathbf{L I}$ of locally trivial semigroups. Thus, the +-variety associated with LI, described in Proposition 5.18 , is also the smallest + -variety closed under unambiguous product. This is a consequence of Theorem 7.3 , applied with $\mathbf{V}=\mathbf{I}$. For $\mathbf{V}=\mathbf{J}_{1}$, one can show that $\mathbf{L I}(M) \mathbf{J}_{1}$ is equal to $\mathbf{D A}$, the variety of finite monoids in which each regular $\mathcal{J}$-class is an idempotent semigroup. This variety is defined by the identities $(x y)^{\omega}(y x)^{\omega}(x y)^{\omega}=(x y)^{\omega}$ and $x^{\omega}=x^{\omega+1}$ [148].

Corollary 7.5 For each alphabet $A, \mathcal{D} \mathcal{A}\left(A^{*}\right)$ is the smallest set of languages of $A^{*}$ containing the languages of the form $B^{*}$, with $B \subseteq A$, and closed under disjoint union and unambiguous product. Equivalently, $\mathcal{D} \mathcal{A}\left(A^{*}\right)$ is the set of languages that are disjoint unions of unambiguous products of the form $A_{0}^{*} a_{1} A_{1}^{*} a_{2} \cdots a_{k} A_{k}^{*}$, where the $a_{i}$ 's are letters and the $A_{i}$ 's are subsets of $A$.

An interesting consequence of the conjunction of Theorems 7.1 and 7.3 is the following characterization of UPol $\mathcal{V}$, which holds for $*$-varieties as well as for +-varieties.

Theorem 7.6 Let $\mathcal{V}$ be a variety of languages. Then Pol $\mathcal{V} \cap \operatorname{Co}-$ Pol $\mathcal{V}=$ UPol $\mathcal{V}$.

For the left (resp. right) deterministic product, similar results hold [97, 98]. We just state the result for $*$-varieties.

Theorem 7.7 Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. Then $D^{\ell}$ Pol $\mathcal{V}$ (resp. Dr Pol $\mathcal{V}$ ) is a variety of languages, and the associated variety of monoids is $\llbracket x^{\omega} y=x^{\omega} \rrbracket(1) \mathbf{V}$ (resp. $\llbracket y x^{\omega}=x^{\omega} \rrbracket$ (M1) $\left.\mathbf{V}\right)$.

One can show that $\llbracket x^{\omega} y=x^{\omega} \rrbracket(11) \mathbf{J}_{1}$ is equal to the variety $\mathbf{R}$ of all finite $\mathcal{R}$-trivial monoids, which is also defined by the identity $(x y)^{\omega} x=(x y)^{\omega}$. This leads to the following characterization [53, 39]

Corollary 7.8 For each alphabet $A, \mathcal{R}\left(A^{*}\right)$ consists of the languages which are disjoint unions of languages of the form $A_{0}^{*} a_{1} A_{1}^{*} a_{2} \cdots a_{k} A_{k}^{*}$, where $k \geq$ $0, a_{1}, \ldots a_{n} \in A$ and the $A_{i}$ 's are subsets of $A$ such that $a_{i} \notin A_{i-1}$, for $1 \leq i \leq k$.

A dual result holds for $\mathcal{L}$-trivial monoids.

### 7.3 Varieties closed under product

A set of languages $\mathcal{L}$ is closed under product, if, for each $L_{0}, \ldots, L_{n} \in \mathcal{L}$ and $a_{1}, \ldots, a_{n} \in A, L_{0} a_{1} L_{1} \cdots a_{n} L_{n} \in \mathcal{L}$. A $*$-variety of languages $\mathcal{C}$ is closed under product, if, for each alphabet $A, \mathcal{V}\left(A^{*}\right)$ is closed under product. The next theorem, due to Straubing [160], shows, in essence, that closure under product also corresponds to a Mal'cev product.

Theorem 7.9 Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. For each alphabet $A$, let $\mathcal{W}\left(A^{*}\right)$ be the smallest boolean algebra containing $\mathcal{V}\left(A^{*}\right)$ and closed under product. Then $\mathcal{W}$ is a *-variety and the associated variety of finite monoids is $\mathbf{A} @ \mathbf{V}$.

This important result contains Theorem 5.2 as a particular case, when $\mathbf{V}$ is the trivial variety of monoids. Examples of varieties of finite monoids $\mathbf{V}$ satisfying the equality $\mathbf{A} \otimes \mathbf{V}=\mathbf{V}$ include varieties of finite monoids defined by properties of their groups. A group in a monoid $M$ is a subsemigroup of $M$ containing an identity $e$, which can be distinct from the identity of $M$. As was mentioned in section 2.8, the maximal groups in a monoid are exactly the $\mathcal{H}$-classes containing an idempotent. Given a variety of finite groups $\mathbf{H}$, the class of finite monoids whose groups belong to $\mathbf{H}$ form a variety of finite monoids, denoted $\overline{\mathbf{H}}$. In particular, if $\mathbf{H}$ is the trivial variety of finite groups, then $\overline{\mathbf{H}}=\mathbf{A}$, since a monoid is aperiodic if and only if it contains no non trivial group.

Theorem 7.10 For any variety of finite groups $\mathbf{H}, \mathbf{A} \otimes \overline{\mathbf{H}}=\overline{\mathbf{H}}$.
It follows, by Theorem 7.9 , that the $*$-variety associated with a variety of monoids of the form $\overline{\mathbf{H}}$ is closed under product. Varieties of this type will be considered in Theorems 7.19 and 9.4 below.

### 7.4 The operations $L \rightarrow L a A^{*}$ and $L \rightarrow A^{*} a L$

A slightly stronger version of Theorem 7.9 can be given [98, 191, 193].
Theorem 7.11 Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. Let $\mathcal{W}$ be the variety of languages associated with $\mathbf{A}(11) \mathbf{V}$. Then, for each alphabet $A, \mathcal{W}\left(A^{*}\right)$ is the smallest boolean algebra of languages containing $\mathcal{V}\left(A^{*}\right)$ and closed under the operations $L \rightarrow L a A^{*}$ and $L \rightarrow A^{*} a L$, where $a \in A$.

In view of this result, it is natural to look at the operation $L \rightarrow L a A^{*}$ [98, 191, 193].

Theorem 7.12 Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. For each alphabet $A$, let $\mathcal{W}\left(A^{*}\right)$ be the boolean
algebra generated by the languages $L$ or $L a A^{*}$, where $a \in A$ and $L \in \mathcal{V}\left(A^{*}\right)$. Then $\mathcal{W}$ is a variety of languages and the associated variety of monoids is $\mathbf{J}_{1} * \mathbf{V}$.

Since the variety $\mathbf{R}$ of $\mathcal{R}$-trivial monoids is the smallest variety closed under semidirect product and containing the commutative and idempotent monoids, one gets immediately

Corollary 7.13 Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. For each alphabet $A$, let $\mathcal{W}\left(A^{*}\right)$ be the smallest boolean algebra of languages containing $\mathcal{V}\left(A^{*}\right)$ and closed under the operations $L \rightarrow L a A^{*}$, for all $a \in A$. Then $\mathcal{W}$ is a variety of languages and the associated variety of monoids is $\mathbf{R} * \mathbf{V}$.

In particular, this leads to another description of the languages associated with $\mathbf{R}$ (compare with Corollary 7.8).

Corollary 7.14 For each alphabet $A, \mathcal{R}\left(A^{*}\right)$ is the smallest boolean algebra of languages closed under the operations $L \rightarrow L a A^{*}$, for all $a \in A$.

Operations of the form $L \rightarrow L a A^{*}$ and $L \rightarrow A^{*} a L$ were also used by Thérien [176] to describe the languages whose syntactic monoid is idempotent (see also [38, 53]). This characterization is somewhat unusual, since it is given by induction on the size of the alphabet.

Theorem 7.15 Let $\mathbf{V}$ be the variety of finite idempotent monoids and let $\mathcal{V}$ be the associated variety of languages. Then $\mathcal{V}\left(\emptyset^{*}\right)=\{\emptyset,\{1\}\}$, and for each non empty alphabet $A, \mathcal{V}\left(A^{*}\right)$ is the smallest boolean algebra of languages containing the languages of the form $A^{*} a A^{*}, L a A^{*}$ and $A^{*} a L$, where $a \in A$, $L \in \mathcal{V}\left((A \backslash\{a\})^{*}\right.$ and $L \in \mathcal{V}(A \backslash\{a\})^{*}$.

The languages associated with subvarieties of the variety of finite idempotent monoids are studied in [151].

### 7.5 Product with counters

Let $L_{0}, \ldots, L_{k}$ be languages of $A^{*}$, let $a_{1}, \ldots, a_{k}$ be letters of $A$ and let $r$ and $p$ be integers such that $0 \leq r<p$. We define $\left(L_{0} a_{1} L_{1} \cdots a_{k} L_{k}\right)_{r, p}$ to be the set of all words $u$ in $A^{*}$ such that the number of factorizations of $u$ in the form

$$
u=u_{0} a_{1} u_{1} \cdots a_{k} u_{k}
$$

with $u_{i} \in L_{i}$ for $0 \leq i \leq k$, is congruent to $r$ modulo $p$. This product with counter is especially useful for the study of group languages. A recognizable language is called a group language if its syntactic monoid is a group. Since equality is the only stable order on a finite group, the ordered syntactic monoid is useless in the case of a group language.

A frequently asked question is whether there is some "nice" combinatorial description of the group languages. No such description is known for the variety of all group languages, but there are simple descriptions for some subvarieties. We have already described the variety of languages corresponding to commutative groups. We will now consider the varieties of $p$-groups, nilpotent groups and solvable groups.

The $p$-groups form a variety of finite monoids $\mathbf{G}_{p}$. The associated variety of languages $\mathcal{G}_{p}$ is given in [53], where the result is credited to Schützenberger. For $u, v \in A^{*}$, denote by $\binom{v}{u}$ the number of distinct factorizations of the form $v=v_{0} a_{1} v_{1} \cdots a_{n} v_{n}$ such that $v_{0}, \cdots, v_{n} \in A^{*}, a_{1}, \cdots, a_{n} \in A$ and $a_{1} \cdots a_{n}=u$. In other words $\binom{v}{u}$ is the number of distinct ways to write $u$ as a subword of $v$. For example

$$
\binom{a b a b}{a b}=3 \quad\binom{a a b b a a}{a b a}=8
$$

Theorem 7.16 For each alphabet $A, \mathcal{G}_{p}\left(A^{*}\right)$ is the boolean algebra generated by the languages

$$
S(u, r, p)=\left\{v \in A^{*} \left\lvert\,\binom{ v}{u} \equiv r \bmod p\right.\right\}
$$

for $0 \leq r<p$ and $u \in A^{*}$. It is also the boolean algebra generated by the languages $\left(A^{*} a_{1} A^{*} \cdots a_{k} A^{*}\right)_{r, p}$ where $0 \leq r<p$ and $k \geq 0$.

Nilpotent groups form a variety of finite monoids Gnil. A standard result in group theory states that a finite group is nilpotent if and only if it is isomorphic to a direct product $G_{1} \times \cdots \times G_{n}$, where each $G_{i}$ is a $p_{i^{-}}$ group for some prime $p_{i}$. This result leads to the following description of the variety of languages $\mathcal{G}$ nil associated with Gnil [53, 173].

Theorem 7.17 For each alphabet $A, \mathcal{G} n i l\left(A^{*}\right)$ is the boolean algebra generated by the languages $S(u, r, p)$, where $p$ is a prime number, $0 \leq r<p$ and $u \in A^{*}$. It is also the boolean algebra generated by the languages $\left(A^{*} a_{1} A^{*} \cdots a_{k} A^{*}\right)_{r, p}$, where $a_{1}, \ldots, a_{k} \in A, 0 \leq r<p, p$ is a prime number and $k \geq 0$.

Solvable groups also form a variety of finite monoids Gsol. The associated variety of languages $\mathcal{G}$ sol was described by Straubing [159].

Theorem 7.18 For each alphabet $A, \mathcal{G} \operatorname{sol}\left(A^{*}\right)$ is the smallest boolean algebra of languages closed under the operations $L \rightarrow\left(L a A^{*}\right)_{r, p}$, where $a \in A$, $p$ is a prime number and $0 \leq r<p$.

The variety of languages associated with $\overline{\mathbf{G s o l}}$ was first described by Straubing [159]. See also [178, 169]. The formulation given below is due to Weil [191, 193].

Theorem 7.19 Let $\mathcal{V}$ be the $*$-variety associated with $\overline{\mathbf{G s o l}}$. For each alphabet $A, \mathcal{V}\left(A^{*}\right)$ is the smallest boolean algebra of languages closed under the operations $L \rightarrow L a A^{*}$ and $L \rightarrow\left(L a A^{*}\right)_{r, p}$, where $a \in A$, $p$ is a prime number and $0 \leq r<p$.

The variety of languages associated with the variety of finite monoids in which every $\mathcal{H}$-class is a solvable group is described in the next theorem, which mixes the ideas of Theorems 7.19 and 7.15.

Theorem 7.20 Thérien [176] Let $\mathbf{V}$ be a variety of finite monoids in which every $\mathcal{H}$-class is a solvable group and let $\mathcal{V}$ be the associated variety of languages. Then $\mathcal{V}\left(\emptyset^{*}\right)=\{\emptyset,\{1\}\}$, and for each non empty alphabet $A$, $\mathcal{V}\left(A^{*}\right)$ is the smallest boolean algebra of languages closed under the operations $L \rightarrow\left(L a A^{*}\right)_{r, n}$, where $a \in A$ and $0 \leq r<n$, and containing the languages of the form $A^{*} a A^{*}, L a A^{*}$ and $A^{*} a L$, where $a \in A, L \in \mathcal{V}\left((A \backslash\{a\})^{*}\right.$.

### 7.6 Varieties closed under product with counter

Finally, let us mention the results of Weil [193]. Let $n$ be an integer. A set of languages $\mathcal{L}$ of $A^{*}$ is closed under product with $n$-counters if, for any language $L_{0}, \ldots, L_{k} \in \mathcal{L}$, for any letter $a_{1}, \ldots, a_{k} \in A$ and for any integer $r$ such that $0 \leq r<n,\left(L_{0} a_{1} L_{1} \cdots a_{k} L_{k}\right)_{r, n} \in \mathcal{L}$. A set of languages $\mathcal{L}$ of $A^{*}$ is closed under product with counters if it is closed under product with $n$-counters, for arbitrary $n$.

Theorem 7.21 Let $p$ be a prime number, let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. For each alphabet $A$, let $\mathcal{W}\left(A^{*}\right)$ be the smallest boolean algebra containing $\mathcal{V}\left(A^{*}\right)$ and closed under product with p-counters. Then $\mathcal{W}$ is a variety of languages and the associated variety of monoids is $\mathbf{L} \mathbf{G}_{p}(1) \mathbf{V}$.

Theorem 7.22 Let p be a prime number, let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. For each alphabet $A$, let $\mathcal{W}\left(A^{*}\right)$ be the smallest boolean algebra containing $\mathcal{V}\left(A^{*}\right)$ and closed under product and product with p-counters. Then $\mathcal{W}$ is a variety of languages and the associated variety of monoids is $\mathbf{L} \overline{\mathbf{G}}_{p}(\triangle) \mathbf{V}$.

Theorem 7.23 Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. For each alphabet $A$, let $\mathcal{W}\left(A^{*}\right)$ be the boolean algebra containing $\mathcal{V}\left(A^{*}\right)$ and closed under product with counters. Then $\mathcal{W}$ is a variety of languages and the associated variety of monoids is LGsol (M1) V.

For instance, if $\mathbf{V}=\mathbf{J}_{1}$ it is known that $\mathbf{L G s o l} \triangle \mathbf{J}_{1}$ is the variety of monoids whose regular $\mathcal{D}$-classes are unions of solvable groups.

Theorem 7.24 Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated variety of languages. For each alphabet $A$, let $\mathcal{W}\left(A^{*}\right)$ be the smallest boolean algebra containing $\mathcal{V}\left(A^{*}\right)$ and closed under product and product with counters. Then $\mathcal{W}$ is a variety of languages and the associated variety of monoids is $\mathbf{L} \overline{\mathbf{G s o l}}$ (M1) $\mathbf{V}$.

## 8 Concatenation hierarchies

By alternating the use of the polynomial closure and of the boolean closure one can obtain hierarchies of recognizable languages. Let $\mathcal{V}$ be a variety of languages. The concatenation hierarchy of basis $\mathcal{V}$ is the hierarchy of classes of languages defined as follows.
(1) level 0 is $\mathcal{V}$
(2) for every integer $n \geq 0$, level $n+1 / 2$ is the polynomial closure of level $n$
(3) for every integer $n \geq 0$, level $n+1$ is the boolean closure of level $n+1 / 2$.
Theorem 7.1 shows that the polynomial closure of a variety of languages is a positive variety of languages. Furthermore the boolean closure of a positive variety of languages is a variety of languages. Therefore, one defines a sequence of varieties $\mathcal{V}_{n}$ and of positive varieties $\mathcal{V}_{n+1 / 2}$, where $n$ is an integer, as follows:
(1) $\mathcal{V}_{0}=\mathcal{V}$
(2) for every integer $n \geq 0, \mathcal{V}_{n+1 / 2}=\operatorname{Pol} \mathcal{V}_{n}$,
(3) for every integer $n \geq 0, \mathcal{V}_{n+1}=\mathrm{BPol} \mathcal{V}_{n}$.

The associated varieties of semigroups and ordered semigroups (resp. monoids and ordered monoids) are denoted $\mathbf{V}_{n}$ and $\mathbf{V}_{n+1 / 2}$. Theorem 7.1 gives an explicit relation between $\mathbf{V}_{n}$ and $\mathbf{V}_{n+1 / 2}$.

Proposition 8.1 For every integer $n \geq 0, \mathbf{V}_{n+1 / 2}=\llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket(M) \mathbf{V}_{n}$.
Three concatenation hierarchies have been considered so far in the literature. The first one, introduced by Brzozowski [36] and called the dot-depth hierarchy, is the hierarchy of positive + -varieties whose basis is the trivial variety. The second one, first considered implicitly in [174] and explicitly in $[163,166]$ is called the Straubing-Thérien hierarchy: it is the hierarchy of positive $*$-varieties whose basis is the trivial variety. The third one, introduced in [83], is the hierarchy of positive $*$-varieties whose basis is the variety of group-languages. It is called the group hierarchy.

It can be shown that these three hierarchies are strict: if $A$ contains at least two letters, then for every $n$, there exist languages of level $n+1$ which are not of level $n+1 / 2$ and languages of level $n+1 / 2$ which are not of level $n$. This was first proved for the dot-depth hierarchy in [40].

The main question is the decidability of each level: given an integer $n$ (resp. $n+1 / 2$ ) and a recognizable language $L$, decide whether or not $L$ is of level $n$ (resp. $n+1 / 2$ ). The language can be given either by a finite automaton, by a finite semigroup or by a rational expression since there are standard algorithms to pass from one representation to the other.

There is a wide literature on the concatenation product: Arfi [11, 12], Blanchet-Sadri [24, 25, 26, 27, 28, 29, 30, 31, 32], Brzozowski [36, 40, 41], Cowan [47], Eilenberg [53], Knast [71, 72, 40], Schützenberger[144, 148], Simon [41, 152, 156], Straubing [118, 120, 160, 164, 167, 170, 172], Thérien [120, 170], Thomas [184], Weil [190, 172, 194, 126, 127] and the author $[97,100,104,118,120,126,127]$. The reader is referred to the survey articles $[110,111]$ for more details on these results.

We now describe in more details the first levels of each of these hierarchies. We consider the Straubing-Thérien hierarchy, the dot-depth hierarchy and the group hierarchy, in this order.

### 8.1 Straubing-Thérien's hierarchy

Level 0 is the trivial $*$-variety. Therefore a language of $A^{*}$ is of level 0 if and only if it is empty or equal to $A^{*}$. This condition is easily characterized.

Proposition 8.2 A language is of level 0 if and only if its syntactic monoid is trivial.

It is also well known that one can decide in polynomial time whether the language of $A^{*}$ accepted by a deterministic $n$-state automaton is empty or equal to $A^{*}$ (that is, of level 0 ).

By definition, the sets of level $1 / 2$ are the finite unions of languages of the form $A^{*} a_{1} A^{*} a_{2} \cdots a_{k} A^{*}$, where the $a_{i}$ 's are letters. An alternative description can be given in terms of shuffle. A language is a shuffle ideal if and only if for every $u \in L$ and $v \in A^{*}, u \amalg v$ is contained in $L$.

Proposition 8.3 A language is of level $1 / 2$ if and only if it is a shuffle ideal.

It follows from Theorem 7.6 that the only shuffle ideals whose complement is also a shuffle ideal are the full language and the empty language. It is easy to see directly that level $1 / 2$ is decidable. One can also derive this result from our syntactic characterization.

Proposition 8.4 A language is of level $1 / 2$ if and only if its ordered syntactic monoid satisfies the identity $x \leq 1$.

One can derive from this result a polynomial algorithm to decide whether the language accepted by a complete deterministic $n$-state automaton is of level $1 / 2$. See $[126,127]$ for details.

Corollary 8.5 One can decide in polynomial time whether the language accepted by a complete deterministic n-state automaton is of level $1 / 2$.

The sets of level 1 are the finite boolean combinations of languages of the form $A^{*} a_{1} A^{*} a_{2} \cdots a_{k} A^{*}$, where the $a_{i}$ 's are letters. In particular, all finite sets are of level 1. The sets of level 1 have a nice algebraic characterization, due to Simon [152]. There exist now several proofs of this deep result [3, $170,157,64]$.

Theorem 8.6 A language of $A^{*}$ is of level 1 if and only if its syntactic monoid is $\mathcal{J}$-trivial, or, equivalently, if and only if it satisfies the identities $x^{\omega}=x^{\omega+1}$ and $(x y)^{\omega}=(y x)^{\omega}$.

Thus $\mathbf{V}_{1}=\mathbf{J}$, the variety of finite $\mathcal{J}$-trivial monoids. Theorem 8.6 yields an algorithm to decide whether a given recognizable set is of level 1. See [157].

Corollary 8.7 One can decide in polynomial time whether the language accepted by a deterministic n-state automaton is of level 1.

The sets of level $3 / 2$ also have a simple description, although this is not a direct consequence of the definition [118].

Theorem 8.8 The sets of level $3 / 2$ of $A^{*}$ are the finite unions of sets of the form $A_{0}^{*} a_{1} A_{1}^{*} a_{2} \cdots a_{k} A_{k}^{*}$, where the $a_{i}$ 's are letters and the $A_{i}$ 's are subsets of $A$.

We derive the following syntactic characterization [126, 127].
Theorem 8.9 A language is of level $3 / 2$ if and only if its ordered syntactic monoid satisfies the identity $x^{\omega} y x^{\omega} \leq x^{\omega}$ for every $x$, $y$ such that $c(x)=$ $c(y)$.

Corollary 8.10 There is an algorithm, in time polynomial in $2^{|A|} n$, for testing whether the language of $A^{*}$ accepted by a deterministic n-state automaton is of level $3 / 2$.

We now arrive to the level 2. Theorem 8.8 gives a combinatorial description of the languages of level 2 [118].

Theorem 8.11 The languages of level 2 of $A^{*}$ are the finite boolean combinations of the languages of the form $A_{0}^{*} a_{1} A_{1}^{*} a_{2} \cdots a_{k} A_{k}^{*}$, where the $a_{i}$ 's are letters and the $A_{i}$ 's are subsets of $A$.

The next theorem [118] gives a non-trivial (but unfortunately non effective) algebraic characterization of level 2 . Given a variety of monoids $\mathbf{V}$, denote by $\mathbf{P V}$ the variety generated by all monoids of the form $\mathcal{P}(M)$, where $M \in \mathbf{V}$.

Theorem 8.12 A language is of level 2 in the Straubing-Thérien hierarchy if and only if its syntactic monoid belongs to $\mathbf{P J}$.

Let $\mathbf{V}_{2}$ be the variety of finite monoids associated with the languages of level 2. Theorem 8.12 shows that $\mathbf{V}_{2}=\mathbf{P J}$. Unfortunately, no algorithm is known to decide whether a finite monoid divides the power monoid of a $\mathcal{J}$-trivial monoid. In other words, the decidability problem for level 2 is still open, although much progress has been made in recent years [25, 29, 47, $118,167,172,190,194]$. This problem is a particular case of a more general question discussed in section 8.5.

In the case of languages whose syntactic monoid is an inverse monoid, a complete characterization can be given $[47,126,127]$. An inverse automaton is a deterministic automaton $\mathcal{A}=(Q, A \cup \bar{A}, i, F)$ over a symmetrized alphabet $A \cup \bar{A}$, which satisfies, for all $a \in A, q, q^{\prime} \in Q$

$$
q \cdot a=q^{\prime} \text { if and only if } q^{\prime} \cdot \bar{a}=q
$$

Note however that this automaton is not required to be complete. In other words, in an inverse automaton, each letter defines a partial injective map from $Q$ to $Q$ and the letters $a$ and $\bar{a}$ define mutually reciprocal transitions.

Theorem 8.13 The language recognized by an inverse automaton $\mathcal{A}=$ $(Q, A \cup \bar{A}, i, F)$ is of level 2 in the Straubing-Thérien hierarchy if and only if, for all $q, q^{\prime} \in Q, u, v \in(A \cup \bar{A})^{*}$, such that $q \cdot u$ and $q^{\prime} \cdot u$ are defined, $q \cdot v=q^{\prime}$ and $c(v) \subseteq c(u)$ imply $q=q^{\prime}$.

Actually, one can show $[126,127]$ that each language recognized by an inverse automaton $\mathcal{A}$ is the difference of two languages of level $3 / 2$ recognized by the completion of $\mathcal{A}$. It is proved in $[190,194]$ that Theorem 8.13 yields the following important corollarylary.

Corollary 8.14 It is decidable whether an inverse monoid belongs to $\mathbf{V}_{2}$.
Example 8.15 Let $A=\{a, b\}$ and let $L=(a b)^{*}$ be the language of example 5.3. Its minimal automaton satisfies the conditions of Theorem 8.13 and thus it has level 2 . In fact, by observing that $\emptyset^{*}=\{1\}, L$ can be written in the form

$$
\left(\emptyset^{*} \cup \emptyset^{*} a A^{*} \cup A^{*} b \emptyset^{*}\right) \backslash\left(\emptyset^{*} b A^{*} \cup \emptyset^{*} A^{*} a \cup A^{*} a \emptyset^{*} a A^{*} \cup A^{*} b \emptyset^{*} b A^{*}\right)
$$

Theorem 8.11 describes the languages of level 2 of $A^{*}$ as finite boolean combinations of the languages of the form $A_{0}^{*} a_{1} A_{1}^{*} a_{2} \cdots a_{k} A_{k}^{*}$, where the $a_{i}$ 's are letters and the $A_{i}$ 's are subsets of $A$. Several subvarieties of languages can be obtained by imposing various conditions on the $A_{i}$ 's. This
was the case, for instance for Corollaries 7.5 and 7.8. The known results are summarized in the table below.

| Conditions | Variety | Algebraic description | Ref. |
| :---: | :---: | :---: | :---: |
| Unambiguous product | DA | Regular $\mathcal{J}$-classes are idempotent semigroups | [148] |
| Left det. product | R | $\mathcal{R}$-trivial | [97, 98] |
| Right det. product | L | $\mathcal{L}$-trivial | [97, 98] |
| Bidet. product | $\begin{array}{\|lr\|} \hline \mathbf{J} & \cap \\ \text { Ecom } \end{array}$ | $\mathcal{J}$-trivial and idempotents commute | [123] |
| $a_{i} \notin A_{i-1}$ | R | $\mathcal{R}$-trivial | [53, 39] |
| $a_{i} \notin A_{i}$ | L | $\mathcal{L}$-trivial | [53, 39] |
| $a_{i} \notin A_{i-1} \cup A_{i}$ | $\begin{array}{\|lr\|} \hline \mathbf{J} \quad \cap \\ \text { Ecom } \end{array}$ | $\mathcal{J}$-trivial and idempotents commute | [17] |
| $\begin{aligned} & a_{i} \notin A_{i-1} \text { and } \\ & A_{i-1} \subseteq A_{i} \\ & \hline \end{aligned}$ | $\mathbf{L}_{1}$ | Idempotent and $\quad \mathcal{L}$ - trivial | [119] |
| $a_{i} \notin A_{i-1} \text { and }$ $A_{i} \subseteq A_{i-1}$ | $\mathbf{R}_{1}$ | Idempotent and $\mathcal{R}$ - trivial | [119] |
| $\begin{aligned} & A_{i} \cap A_{j}=\emptyset \text { for } i \neq \\ & j \text { and } a_{i} \notin A_{i-1} \cup \\ & A_{i} \end{aligned}$ | $\mathbf{J} \cap \mathbf{L} \mathbf{J}_{1} \cap$ <br> Ecom | The syntactic semigroup is $\mathcal{J}$-trivial, locally idempotent and commutative and its idempotents commute | [150] |

The variety of monoids associated with the condition $A_{0} \subseteq \cdots \subseteq A_{n}$ is also described in [5], pp. 234-239, but this description, which requires an infinite number of identities, is too technical to be reproduced here.

Little is known beyond level 2: a semigroup theoretic description of each level of the hierarchy is known, but it is not effective. Each level of the hierarchy is a variety or a positive variety and the associated variety of (ordered) semigroups admits a description by identities, but these identities are not known for $n \geq 2$. Furthermore, even if these identities were known, this would not necessarily lead to a decision process for the corresponding variety. See also the conjecture discussed in section 8.5.

### 8.2 Dot-depth hierarchy

Level 0 is the trivial +-variety. Therefore a language of $A^{+}$is of dot-depth 0 if and only if it is empty or equal to $A^{+}$and one can decide in polynomial time whether the language of $A^{+}$accepted by a deterministic $n$-state automaton is of level 0 .

Proposition 8.16 A language is of dot-depth 0 if and only if its syntactic semigroup is trivial.

The languages of dot-depth $1 / 2$ are by definition finite unions of languages of the form $u_{0} A^{+} u_{1} A^{+} \ldots u_{k-1} A^{+} u_{k}$, where $k \geq 0$ and $u_{0}, \ldots, u_{k} \in$ $A^{*}$. But since $A^{*}=A^{+} \cup\{1\}$, these languages can also be expressed as finite unions of languages of the form

$$
u_{0} A^{*} u_{1} A^{*} \cdots u_{k-1} A^{*} u_{k}
$$

The syntactic characterization is a simple application of our Theorem 7.1.
Proposition 8.17 $A$ language of $A^{+}$is of dot-depth $1 / 2$ if and only if its ordered syntactic semigroup satisfies the identity $x^{\omega} y x^{\omega} \leq x^{\omega}$.

Corollary 8.18 One can decide in polynomial time whether the language accepted by a deterministic n-state automaton is of dot-depth $1 / 2$.

The languages of dot-depth 1 are the finite boolean combinations of languages of dot-depth $1 / 2$. The syntactic characterization of these languages, due to Knast [71, 72], makes use of the Cauchy category.

Theorem 8.19 A language of $A^{+}$is of dot-depth 1 if and only if the Cauchy category of its syntactic semigroup satisfies the following condition (K): if $p$ and $r$ are arrows from $e$ to $f$ and if $q$ and $s$ are arrows from $f$ to $e$, then $(p q)^{\omega} p s(r s)^{\omega}=(p q)^{\omega}(r s)^{\omega}$.


Figure 9: The condition (K).
The variety of finite semigroups satisfying condition $(K)$ is usually denoted $\mathbf{B}_{1}$ ( $\mathbf{B}$ refers to Brzozowski and 1 to level 1 ). Thus $\mathbf{B}_{1}$ is defined by the identity

$$
\left(x^{\omega} p y^{\omega} q x^{\omega}\right)^{\omega} x^{\omega} p y^{\omega} s x^{\omega}\left(x^{\omega} r y^{\omega} s x^{\omega}\right)^{\omega}=\left(x^{\omega} p y^{\omega} q x^{\omega}\right)^{\omega}\left(x^{\omega} r y^{\omega} s x^{\omega}\right)^{\omega}
$$

Theorem 8.19 can be proved in the same way as Theorems 5.19, 5.22 and 5.25. First, one makes use of the wreath product principle to show that a language is of dot-depth 1 if and only if its syntactic semigroup belongs to $\mathbf{J} *$ LI. Then Theorems 6.17 and 6.14 can be applied. See also [5] for a different proof.

The algorithm corresponding to Theorem 8.19 was analyzed by Stern [158].

Corollary 8.20 One can decide in polynomial time whether the language accepted by a deterministic n-state automaton is of dot-depth 1 .

Straubing [166] discovered an important connection between the Strau-bing-Thérien and the dot-depth hierarchies. Let $\mathbf{B}_{n}$ be the variety of finite semigroups corresponding to the languages of dot-depth $n$ and let $\mathbf{V}_{n}$ be the variety of finite monoids corresponding to the languages of level $n$ in the Straubing-Thérien hierarchy.

Theorem 8.21 For every integer $n>0, \mathbf{B}_{n}=\mathbf{V}_{n} * \mathbf{L I}$.
Now Theorems $6.17,6.11$ and 6.14 reduce decidability questions about the dot-depth hierarchy to the corresponding questions about the StraubingThérien hierarchy.

Theorem 8.22 For every integer $n \geq 0, \mathbf{B}_{n}$ is decidable if and only if $\mathbf{V}_{n}$ is decidable.

It is very likely that Theorem 8.22 can be extended to take in account the half levels, but this is not yet formally proved. In particular, it is not yet known whether level $3 / 2$ of the dot-depth hierarchy is decidable.

### 8.3 The group hierarchy

We consider in this section the concatenation hierarchy based on the group languages, or group hierarchy. By definition, a language of $A^{*}$ is of level 0 in this hierarchy if and only if its syntactic monoid is a finite group. This can be easily checked on any deterministic automaton recognizing the language [126, 127].

Proposition 8.23 One can decide in polynomial time whether the language accepted by a deterministic n-state automaton is a group language.

The languages of level $1 / 2$ are by definition finite unions of languages of the form $L_{0} a_{1} L_{1} \cdots a_{k} L_{k}$ where the $a_{i}$ 's are letters and the $L_{i}$ 's are group languages. By Theorem 7.1, a language is of level $1 / 2$ if and only if its ordered syntactic monoid belongs to the variety $\llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket(M) \mathbf{G}$. The identities of this variety are given by Theorem 6.5.

Proposition 8.24 A language is of level $1 / 2$ in the group hierarchy if and only if its syntactic ordered monoid satisfies the identity $x^{\omega} \leq 1$.

Proposition 8.24 can be converted to an algorithm on automata.
Corollary 8.25 There is a polynomial time algorithm for testing whether the language accepted by a deterministic n-state automaton is of level $1 / 2$ in the group hierarchy.

Level $1 / 2$ is also related with the topology of the free monoid defined by the distance $d_{\mathbf{G}}$. This topology is called the pro-group topology. An example of a converging sequence is given by the following proposition [135].

Proposition 8.26 For every word $u \in A^{*}, \lim _{n \rightarrow \infty} u^{n!}=1$.
As the multiplication is continuous and a closed set contains the limit of any converging sequence of its elements, it follows that if $L$ is a closed set in the pro-group topology, and if $x u^{n} y \in L$ for all $n>0$, then $x y \in L$. The converse is also true if $L$ is recognizable.

Theorem 8.27 $A$ recognizable set $L$ of $A^{*}$ is closed in the pro-group topology if and only if for every $u, x, y \in A^{*}, x u^{+} y \subseteq L$ implies $x y \in L$.

Since an open set is the complement of a closed set, one can also state:
Theorem 8.28 $A$ recognizable set $L$ of $A^{*}$ is open in the pro-group topology if and only if for every $u, x, y \in A^{*}, x y \in L$ implies $x u^{+} y \cap L \neq \emptyset$.

These conditions can be easily converted in terms of syntactic monoids.
Theorem 8.29 Let $L$ be a recognizable language of $A^{*}$, let $M$ be its syntactic monoid and let $P$ be its syntactic image.
(1) $L$ is closed in the pro-group topology if and only if for every $s, t \in M$ and $e \in E(M)$, set $\in P$ implies st $\in P$.
(2) $L$ is open in the pro-group topology if and only if for every $s, t \in M$ and $e \in E(M)$, st $\in P$ implies set $\in P$.
(3) $L$ is clopen ${ }^{10}$ in the pro-group topology if and only if $M$ is a group.

Finally, condition (1) states exactly that the syntactic ordered monoid of $L$ satisfies the identity $1 \leq x^{\omega}$ and condition (2) states that the syntactic ordered monoid of $L$ satisfies the identity $x^{\omega} \leq 1$. In particular, we get the following result.

Corollary 8.30 Let $L$ be a recognizable language of $A^{*}$. The following conditions are equivalent.
(1) $L$ is open in the pro-group topology,
(2) $L$ is of level $1 / 2$ in the group hierarchy,
(3) the syntactic ordered monoid of $L$ satisfies the identity $x^{\omega} \leq 1$.

To finish with these topological properties, let us mention a last result.
Theorem 8.31 Let $L$ be a language of $A^{*}$ and let $\bar{L}$ be its closure in the pro-group topology. If $L$ is recognizable, then $\bar{L}$ is recognizable. If $L$ is open and recognizable, then $\bar{L}$ is clopen.

[^8]A few more definitions are needed to state the algebraic characterization of the languages of level 1. A block group is a monoid such that every $\mathcal{R}$-class (resp. $\mathcal{L}$-class) contains at most one idempotent. Block groups form a variety of monoids, denoted BG, which is defined by the identity $\left(x^{\omega} y^{\omega}\right)^{\omega}=\left(y^{\omega} x^{\omega}\right)^{\omega}$. Thus BG is a decidable variety.

Theorem 8.32 A language is of level 1 in the group hierarchy if and only if its syntactic monoid belongs to BG.

Corollary 8.33 There is a polynomial time algorithm for testing whether the language accepted by a deterministic $n$-state automaton is of level 1 in the group hierarchy.

Several other descriptions of BG are known.
Theorem 8.34 The following equalities holds: $\mathbf{B G}=\mathbf{P G}=\mathbf{J} * \mathbf{G}=$ $\mathbf{J}$ (14) G. Furthermore, a finite monoid belongs to BG if and only if its set of idempotents generates a $\mathcal{J}$-trivial monoid.

The results of this section are difficult to prove. They rely on the one hand on a topological conjecture of Reutenauer and the author [114], recently proved by Ribes and Zalesskii [140], and on the other hand on the solution by Ash $[15,16]$ of a famous open problem in semigroup theory, the Rhodes "type II" conjecture. Actually, as was shown in [106], the topological and algebraic aspects are intimately related. See the survey [62] for more references and details.

Theorem 8.31 is proved in [113]. The second part of the statement was suggested by Daniel Lascar. The study of the languages of level 1 in the group hierarchy started in 1985 [83] and was completed in [63] (see also [62]). The reader is referred to the survey article [111] for a more detailed discussion. See also [101, 106, 114, 62, 108].

### 8.4 Subhierarchies

Several subhierarchies were considered in the literature. One of the most studied is the subhierarchy inside level 1 of a concatenation hierarchy. Recall that if $\mathcal{V}$ is a $*$-variety of languages, then $\mathrm{BPol} \mathcal{V}$ is the level one of the concatenation hierarchy built on $\mathcal{V}$. For each alphabet $A$, let $\mathcal{V}_{1, n}\left(A^{*}\right)$ be the boolean algebra generated by languages of the form

$$
L_{0} a_{1} L_{1} a_{2} \cdots a_{k} L_{k}
$$

where the $a_{i}$ 's are letters, $L_{i} \in \mathcal{V}\left(A^{*}\right)$ and $0 \leq k \leq n$. Then the sequence $\mathcal{V}_{1, n}$ is an increasing sequence of $*$-varieties whose union is BPolV.

For the Straubing-Thérien's hierarchy, $\mathcal{V}_{1, n}\left(A^{*}\right)$ is the boolean algebra generated by the languages of the form $A^{*} a_{1} A^{*} a_{2} \cdots a_{k} A^{*}$, where the $a_{i}$ 's
are letters, and $0 \leq k \leq n$. The corresponding variety of finite monoids is denoted $\mathbf{J}_{n}$. In particular, $\mathcal{J}_{1}$ is the $*$-variety already encountered in Proposition 5.6. The hierarchy $\mathbf{J}_{n}$ is defined in [36]: Simon proved that $\mathbf{J}_{2}$ is defined by the identities $(x y)^{2}=(y x)^{2}$ and $x y x z x=x y z x$ : the variety $\mathbf{J}_{3}$ is defined by the identities $x z y x v x w y=x z x y x v x w y[24], y w x v x y z x=$ $y w x v x y x z x$ and $(x y)^{3}=(y x)^{3}$ but there are no finite basis of identities for $\mathbf{J}_{n}$ when $n>3$ [30].

For the group hierarchy, the variety $\mathcal{V}_{1,1}$ admits several equivalent descriptions [85], which follow in part from Theorem 7.12.

Theorem 8.35 Let $\mathbf{A}$ be an alphabet and let $K$ be a recognizable language of $A^{*}$. The following conditions are equivalent:
(1) $K$ is in the boolean algebra generated by the languages of the form $L$ or $L a A^{*}$, where $L$ is a group language and $a \in A$,
(2) $K$ is in the boolean algebra generated by the languages of the form $L$ or $A^{*} a L$, where $L$ is a group language and $a \in A$,
(3) $K$ is in the boolean algebra generated by the languages of the form $L$ or $L a L^{\prime}$, where $L$ and $L^{\prime}$ are group languages and $a \in A$,
(4) idempotents commute in the syntactic monoid of $K$.

Thus the corresponding variety of finite monoids is the variety of monoids with commuting idempotents, defined by the identity $x^{\omega} y^{\omega}=y^{\omega} x^{\omega}$. It is equal to the variety Inv generated by finite inverse monoids. Furthermore, the following non trivial equalities hold [14, 82, 85]

$$
\mathbf{I n v}=\mathbf{J}_{1} * \mathbf{G}=\mathbf{J}_{1}(M) \mathbf{G}
$$

More generally, one can define hierarchies indexed by trees [100]. These hierarchies were studied in connection with game theory by Blanchet-Sadri [24, 26].

### 8.5 Boolean-polynomial closure

Let $\mathbf{V}$ be a variety of finite monoids and let $\mathcal{V}$ be the associated $*$-variety. We have shown that the algebraic counterpart of the operation $\mathcal{V} \rightarrow \operatorname{Pol} \mathcal{V}$ on varieties of languages is the operation $\mathbf{V} \rightarrow \llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket 』 \mathbf{V}$. Similarly, the algebraic counterpart of the operation $\mathcal{V} \rightarrow \operatorname{Co}-\mathrm{Pol} \mathcal{V}$ is the operation $\mathbf{V} \rightarrow \llbracket x^{\omega} \leq x^{\omega} y x^{\omega} \rrbracket(M) \mathbf{V}$. It is tempting to guess that the algebraic counterpart of the operation $\mathcal{V} \rightarrow \mathrm{BPol} \mathcal{V}$ is also of the form $\mathbf{V} \rightarrow \mathbf{W}$ (M) $\mathbf{V}$ for some variety $\mathbf{W}$. A natural candidate for $\mathbf{W}$ is the join of the two varieties $\llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket$ and $\llbracket x^{\omega} \leq x^{\omega} y x^{\omega} \rrbracket$, which is equal to the variety $\mathbf{B}_{1}$ defined in section $8.2[126,127]$. We can thus formulate our conjecture as follows:

Conjecture 8.1 Let $\mathcal{V}$ be a variety of languages and let $\mathbf{V}$ be the associated variety of finite semigroups (resp. monoids). Then the variety of finite semigroups (resp. monoids) associated with $\mathrm{BPol} \mathcal{V}$ is $\mathbf{B}_{1}(1) \mathbf{V}$.

One inclusion in the conjecture is certainly true．
Proposition 8．36 The variety of finite semigroups（resp．monoids）asso－ ciated with BPol $\mathcal{V}$ is contained in $\mathbf{B}_{1}(1) \mathbf{V}$ ．
Now，by Theorem 6．5，the identities of $\mathbf{B}_{1}(1) \mathbf{V}$ are

$$
\begin{equation*}
\left(x^{\omega} p y^{\omega} q x^{\omega}\right)^{\omega} x^{\omega} p y^{\omega} s x^{\omega}\left(x^{\omega} r y^{\omega} s x^{\omega}\right)^{\omega}=\left(x^{\omega} p y^{\omega} q x^{\omega}\right)^{\omega}\left(x^{\omega} r y^{\omega} s x^{\omega}\right)^{\omega} \tag{1}
\end{equation*}
$$

for all $x, y, p, q, r, s \in \widehat{A}^{*}$ for some finite alphabet $A$ such that $\mathbf{V}$ satisfies $x^{2}=x=y=p=q=r=s$ ．These identities lead to another equivalent statement for our conjecture．

Proposition 8．37 The conjecture is true if and only if every finite semi－ group（resp．monoid）satisfying the identities（1）is a quotient of an ordered semigroup（resp．ordered monoid）of the variety $\llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket 』 \mathbf{V}$ ．

Conjecture 8.1 was proved to be true in a few particular cases．First，if $\mathbf{V}$ is the trivial variety of monoids，then $\mathbf{B}_{1} \boxplus \mathbf{V}=\mathbf{J}$ ．In this case，the second form of the conjecture is known to be true．This is in fact a consequence of Theorem 8.6 and it was also proved directly by Straubing and Thérien ［170］．

Theorem 8．38 Every $\mathcal{J}$－trivial monoid is a quotient of an ordered monoid satisfying the identity $x \leq 1$ ．

Second，if $\mathbf{V}$ is the trivial variety of semigroups，then $\mathbf{B}_{1}\left(⿴ 囗 V=\mathbf{B}_{1}\right.$ is，by Theorem 8．19，the variety of finite semigroups associated with the languages of dot－depth 1 ．Therefore，the conjecture is true in this case，leading to the following corollarylary．

Corollary 8．39 Every monoid of $\mathbf{B}_{1}$ is a quotient of an ordered monoid satisfying the identity $x^{\omega} y x^{\omega} \leq x^{\omega}$ ．

Third，if $\mathbf{V}=\mathbf{G}$ ，the variety of monoids consisting of all finite groups， $\mathbf{B}_{1} \triangleq \mathbf{G}=\mathbf{J} \bowtie \mathbf{G}=\mathbf{P G}=\mathbf{B G}$ is the variety associated with the level 1 of the group hierarchy．Therefore，the conjecture is also true in this case．

Corollary 8．40 Every monoid of BG is a quotient of an ordered monoid satisfying the identity $x^{\omega} \leq 1$ ．

The level 2 of the Straubing hierarchy corresponds to the case $\mathbf{V}=\mathbf{J}_{1}$ ． Therefore，one can formulate the following conjecture for this level：

Conjecture 8．2 A recognizable language is of level 2 in the Straubing hi－ erarchy if and only if its syntactic monoid satisfies the identities

$$
\left(x^{\omega} p y^{\omega} q x^{\omega}\right)^{\omega} x^{\omega} p y^{\omega} s x^{\omega}\left(x^{\omega} r y^{\omega} s x^{\omega}\right)^{\omega}=\left(x^{\omega} p y^{\omega} q x^{\omega}\right)^{\omega}\left(x^{\omega} r y^{\omega} s x^{\omega}\right)^{\omega}
$$

for all $x, y, p, q, r, s \in \widehat{A}^{*}$ for some finite alphabet $A$ such that $c(x)=c(y)=$ $c(p)=c(q)=c(r)=c(s)$.

If this conjecture was true, it would imply the decidability of the levels 2 of the Straubing hierarchy and of the dot-depth. It is known that Conjecture 8.2 holds true for languages recognized by an inverse monoid [172, 190, 194] and for languages on a two letter alphabet [167].

More generally, the conjecture $\mathbf{V}_{n+1}=\mathbf{B}_{1} \oplus \mathbf{V}_{n}$ would reduce the decidability of the Straubing hierarchy to a problem on the Mal'cev products of the form $\mathbf{B}_{1}(\operatorname{MD}) \mathbf{V}$. However, except for a few exceptions (including $\mathbf{G}, \mathbf{J}$ and the finitely generated varieties, like the trivial variety or $\mathbf{J}_{1}$ ), it is not known whether the decidability of $\mathbf{V}$ implies that of $\mathbf{B}_{1}(\mathrm{M}) \mathbf{V}$.

## 9 Codes and varieties

In this section, we will try to follow the terminology of the book of Berstel and Perrin [20], which is by far the best reference on the theory of codes. Recall that a subset $P$ of $A^{+}$is a prefix code if no element of $P$ is a proper prefix of another element of $P$, that is, if $u, u v \in P$ implies $v=1$. The next statement shows that the syntactic monoids of finite codes give, in some sense, a good approximation of any finite monoid.

Theorem 9.1 [84] For every finite monoid $M$, there exists a finite prefix code $P$ such that
(1) $M$ divides $M\left(P^{*}\right)$
(2) there exists a relational morphism $\tau: M\left(P^{*}\right) \rightarrow M$, such that, for every idempotent $e$ of $M, \tau^{-1}(e)$ is an aperiodic semigroup.

If $\mathcal{V}$ is a $*$-variety of languages, denote by $\mathcal{V}^{\prime}$ the least $*$-variety such that, for each alphabet $A, \mathcal{V}^{\prime}\left(A^{*}\right)$ contains the languages of $\mathcal{V}\left(A^{*}\right)$ of the form $P^{*}$, where $P$ is a finite prefix code. Similarly, if $\mathcal{V}$ be a + -variety of languages, let $\mathcal{V}^{\prime}$ be the least + -variety such that, for each alphabet $A, \mathcal{V}^{\prime}\left(A^{+}\right)$contains the languages of $\mathcal{V}\left(A^{+}\right)$of the form $P^{+}$, where $P$ is a finite prefix code. By construction, $\mathcal{V}^{\prime}$ is contained in $\mathcal{V}$, but the inclusion is proper in general. A variety of languages $\mathcal{V}$ is said to be described by its finite prefix codes if $\mathcal{V}=\mathcal{V}^{\prime}$. The next theorem summarizes the results of [84] and [79].

## Theorem 9.2

(1) Every *-variety closed under product is described by its finite prefix codes.
(2) The +-variety of locally testable is described by its finite prefix codes.
(3) The *-variety associated with the variety $\llbracket x^{\omega} y^{\omega}=y^{\omega} x^{\omega} \rrbracket$ is described by its finite prefix codes.
(4) Let $\mathbf{H}_{1}, \ldots, \mathbf{H}_{n}$ be varieties of finite groups. Then the $*$-variety associated with the variety $\mathbf{A} * \mathbf{H}_{1} * \mathbf{A} \cdots * \mathbf{H}_{n} * \mathbf{A}$ is described by its finite prefix codes.

In contrast, the varieties of languages corresponding to the varieties $\mathbf{R}$, $\mathbf{J}, \mathbf{D A}$ or $\mathbf{B}_{1}$ are not described by their finite prefix codes. Schützenberger [148] conjectured that the +-variety of languages corresponding to LG is described by its finite prefix codes. This conjecture is still open.

Prefix codes were also used to impose a restriction on the star operation. Let us say that a set $\mathcal{L}$ of languages of $A^{*}$ is closed under polynomial operations if, for $L_{0}, L_{1}, \ldots, L_{k} \in \mathcal{L}$ and $a_{1}, \ldots, a_{k} \in A, L_{0} a_{1} L_{1} \ldots a_{k} L_{k} \in \mathcal{L}$. Then Kleene's theorem can be stated as follows: "the rational languages of $A^{*}$ form the smallest set of languages of $A^{*}$ closed under polynomial operations and star". Schützenberger has obtained a similar statement for the star-free languages, in which the star operation is restricted to a special class of languages. A language $L$ of $A^{*}$ is uniformly synchronous if there exists an integer $d \geq 0$ such that, for all $x, y \in A^{*}$ and for all $u, v \in L^{d}$,

$$
x u v y \in L^{*} \text { implies } x u, v y \in L^{*}
$$

The theorem of Schützenberger can now be stated. The paradoxical aspect of this theorem is that it gives a characterization of the star-free languages that makes use of the star operation!

Theorem $9.3[146,147]$ The class of star-free languages of $A^{*}$ is the smallest class of languages of $A^{*}$ closed under polynomial operations and star operation restricted to uniformly synchronous prefix codes.

Schützenberger also characterized the languages associated with the variety of finite monoids $\overline{\text { Gcom }}$ [146].

Theorem 9.4 Let $\mathcal{V}$ be the $*$-variety of languages associated with $\overline{\mathbf{G c o m}}$. For each alphabet $A, \mathcal{V}\left(A^{*}\right)$ is the least boolean algebra $\mathcal{C}$ of languages of $A^{*}$ closed under polynomial operations and under the star operation restricted to languages of the form $P^{n}$, where $n>0$ and $P$ is a uniformly synchronous prefix code of $\mathcal{C}$.

Another series of results concern the circular codes. A prefix code $P$ is circular if, for every $u, v \in A^{+}, u v, v u \in C^{+}$implies $u, v \in C^{+}$. Circular codes are intimately related to locally testable languages [49, 50, 51]

Theorem 9.5 A finite prefix code ${ }^{11} P$ is circular if and only if $P^{+}$is a locally testable language.

[^9]Theorem 9.5 leads to the following characterization of the +-variety of locally testable languages [99].

Theorem 9.6 Let +-variety of locally testable languages is the smallest +variety containing the finite languages and closed under the operation $P \rightarrow$ $P^{+}$where $P$ is a finite prefix circular code.

Similar results hold for pure codes and star-free languages. The definition of a pure language was given in section 6.1

Theorem 9.7 [133] A finite prefix code $P$ is pure if and only if $P^{*}$ is a star-free language.

Theorem 9.8 [99] Let $*$-variety of star-free languages is the smallest $*$ variety containing the finite languages and closed under the operation $P \rightarrow$ $P^{*}$ where $P$ is a finite prefix pure code.

However, Theorems 9.6 and 9.8 are less satisfactory than Theorems 9.3 and 9.4 , because they lead to a description of the languages involving all the operations of a *-variety, including complement, left and right quotient and inverse morphisms.

## 10 Operators on languages and varieties

In view of Eilenberg's theorem, one may expect some relationship between the operators on languages (of combinatorial nature) and the operators on semigroups (of algebraic nature). The following table summarizes the results of this type related to the concatenation product.

| Closure of $\mathcal{V}$ under the operations ... | V |
| :---: | :---: |
| Product and union | $\llbracket x^{\omega} y x^{\omega} \leq x^{\omega} \rrbracket\left(\begin{array}{l}\text { d }\end{array}\right.$ |
| Unambiguous product and union | $\llbracket x^{\omega} y x^{\omega}=x^{\omega} \rrbracket(1) \mathbf{V}$ |
| Left deterministic product and union | $\llbracket x^{\omega} y=x^{\omega} \rrbracket$ (11) $\mathbf{V}$ |
| Right deterministic product and union | $\llbracket y x^{\omega}=x^{\omega} \rrbracket(\mathbb{V}$ |
| Product, boolean operations | $\mathbf{A}$ (11) V |
| Product with $p$-counters, boolean operations | $\mathbf{L G} \mathrm{F}_{p}(1 \mathrm{l}$ V |
| Product with counters, boolean operations | LGsol (1) V |
| Product, product with $p$-counters, boolean op. | $\mathbf{L} \overline{\mathbf{G}}_{p}(1) \mathbf{V}$ |
| Product, product with counters, boolean op. | L $\overline{\mathrm{Gsol}}$ (1) V |
| BPol $\mathcal{V}$ | $\mathbf{B}_{1}$ (1) V (Conjecture) |

Other standard operations on languages have been studied. A $*$-variety is closed under star if, for every alphabet $A, L \in \mathcal{V}\left(A^{*}\right)$ implies $L^{*} \in \mathcal{V}\left(A^{*}\right)$.

Theorem 10.1 [94] The only *-variety of languages closed under star is the variety of rational languages.

Similarly, a +-variety is closed under the operation $L \rightarrow L^{+}$if, for every alphabet $A, L \in \mathcal{V}\left(A^{+}\right)$implies $L^{+} \in \mathcal{V}\left(A^{+}\right)$.

Theorem 10.2 The only +-varieties of languages closed under the operation $L \rightarrow L^{+}$are the variety of languages associated with the trivial variety, the variety of finite semigroups and the varieties $\llbracket x y=x \rrbracket$ and $\llbracket y x=x \rrbracket .{ }^{12}$

A *-variety is closed under shuffle if, for every alphabet $A, L_{1}, L_{2} \in$ $\mathcal{V}\left(A^{*}\right)$ implies $L_{1} \amalg L_{2} \in \mathcal{V}\left(A^{*}\right)$. The classification of the varieties of languages closed under shuffle was initiated in [96] and was recently completed by Esik and Simon [54]. If $\mathbf{H}$ is a variety of commutative groups, denote by $\mathbf{C o m}_{\mathbf{H}}$ the variety of commutative monoids whose groups belong to $\mathbf{H}$.

Theorem 10.3 The only *-varieties of languages closed under shuffle are the variety of rational languages and the varieties of languages associated with the varieties of the form $\mathbf{C o m}_{\mathbf{H}}$, for some variety of commutative groups $\mathbf{H}$.

The definition of the operator $\mathbf{V} \rightarrow \mathbf{P V}$ was given in section 8.1. The next theorem shows that length-preserving morphisms or inverse substitutions form the corresponding operator on languages [134, 161, 96]. Recall that a substitution $\sigma: A^{*} \rightarrow B^{*}$ is a monoid morphism from $A^{*}$ into $\mathcal{P}\left(B^{*}\right)$.

Theorem 10.4 Let $\mathbf{V}$ be a variety of monoids and let $\mathcal{V}$ and $\mathcal{W}$ be the varieties of languages corresponding respectively to $\mathbf{V}$ and $\mathbf{P V}$. Then for every alphabet $A$,
(1) $\mathcal{W}\left(A^{*}\right)$ is the boolean algebra generated by the languages of the form $\varphi(L)$, where $\varphi: B^{*} \rightarrow A^{*}$ is a length-preserving morphism and $L \in$ $\mathcal{W}\left(B^{*}\right)$
(2) $\mathcal{W}\left(A^{*}\right)$ is the boolean algebra generated by the languages of the form $\sigma^{-1}(L)$, where $\sigma: A^{*} \rightarrow B^{*}$ is a substitution and $L \in \mathcal{W}\left(B^{*}\right)$.

Theorem 10.4 motivated the systematic study of the varieties of the form PV. At present, this classification is not yet complete, although many results are known. Almeida's book [5] gives a complete overview of this topic along with the relevant references.

[^10]
## 11 Further topics

The notion of syntactic semigroup and the correspondence between languages and semigroups has been generalized to other algebraic systems. For instance, Rhodes and Weil [139] partially extend the algebraic theory presented in this chapter to torsion semigroups and torsion languages. Reutenauer [136] introduces a notion of syntactic algebra for formal power series in non commutative variables and proves an analog of the variety theorem.

Büchi was the first to use finite automata to define sets of infinite words. Although this involves a non trivial generalization of the semigroup structure, a theory similar to the one for finite words can be developed. In particular, a notion of syntactic $\omega$-semigroup can be defined and a variety theorem also holds in this case. See [13, 93, 197, 198] for more details.

There are several important topics that could not be covered in this chapter. The first one is the algebraic study of varieties. In particular, there is a lot of literature on the description of the free profinite semigroups of a given variety of finite semigroups, the computation of the identities for the join, the semidirect product or the Mal'cev product of two varieties. See the book of Almeida [5] for an overview and references. See also the survey articles [7, 62] and the thematic issue $\mathbf{3 9}$ of Russian Mathematics (Izvestiya VUZ Matematika), (1995), devoted to pseudovarieties.

The second one is the important connections between varieties and formal logic. The main results [42, 87, 184] relate monadic second order to rational languages, first order to star-free languages and the $\Sigma_{n}$ hierarchy of first order formulas to the concatenation hierarchies. There are also some results about the expressive power of the linear temporal logic [68, 56, 46]. See the chapter of W. Thomas in this Handbook or the survey articles [107, 109].

The third one is the connection with boolean circuits initiated by Barrington and Thérien. The recent book of Straubing [169] is an excellent introduction to this field. It contains also several results about the connections with formal logic.

The fourth one is the theory of recognizable and rational sets in arbitrary monoids. In particular, the following particular cases have been studied to some extent: product of free monoids (relations and transductions), free groups, free inverse monoids, commutative monoids, partially commutative monoids (traces). The survey paper [21] is an excellent reference.

The fifth one is the star-height problem for rational languages. We refer the reader to the survey articles $[37,110]$ for more details. The star-height of a rational expression counts the number of nested uses of the star operation. The star-height of a language is the minimum of the star-heights of the rational expressions representing the language. The star-height problem is to find an algorithm to compute the star-height. There is a similar problem, called the extended star-height problem, if extended rational expressions are
allowed. Extended rational expressions allow complement in addition to the usual operations union, product and star.

It was shown by Dejean and Schützenberger [48] that there exists a language of star-height $n$ for each $n \geq 0$. It is easy to see that the languages of star-height 0 are the finite languages, but the effective characterization of the other levels was left open for several years until Hashiguchi first settled the problem for star-height 1 [59] and a few years later for the general case [60].

The languages of extended star-height 0 are the star-free languages. Therefore, there are languages of extended star-height 1 , such as $(a a)^{*}$ on the alphabet $\{a\}$, but, as surprising as it may seem, nobody has been able so far to prove the existence of a language of extended star-height greater than 1 , although the general feeling is that such languages do exist. In the opposite direction, our knowledge of the languages proven to be of extended star-height $\leq 1$ is rather poor (see $[120,141,142]$ for recent advances on this topic).
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star-free, 21
star-height, 62
extended, 62
subsemigroup, 5 generated, 5
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syntactic order, 11
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modulus locally, 28
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prefix-suffix, 25
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threshold locally, 27
transduction, 37
uniformly synchronous, 59
variety, 15
decidable, 29
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wreath product, 32
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[^0]:    ${ }^{1}$ Given two relations $\mathcal{R}$ and $\mathcal{S}$ on $Q$, their product is the relation $\mathcal{R S}$ defined by $(p, q) \in \mathcal{R S}$ if and only if there exists $r$ such that $(p, r) \in \mathcal{R}$ and $(r, q) \in \mathcal{S}$

[^1]:    ${ }^{2}$ that is, if there exists an integer $n_{0}$ such that, for all $n, m \geq n_{0}, \varphi\left(u_{n}\right)=\varphi\left(u_{m}\right)$.

[^2]:    ${ }^{3}$ The notation $\mathbf{J}_{1}$ indicates that $\mathbf{J}_{1}$ is the first level of a hierarchy of varieties $\mathbf{J}_{n}$ that will be defined in section 8.4.

[^3]:    ${ }^{4}$ These languages are called reverse definite in the literature.
    ${ }^{5}$ The suffix testable languages are called definite in the literature.

[^4]:    ${ }^{6}$ These languages are called generalized definite in the literature.

[^5]:    ${ }^{7}$ The reason of this modification is the following: a product of the form $L_{0} a_{1} L_{1} \cdots a_{n} L_{n}$ where $L_{1}, \ldots, L_{n}$ are languages of $A^{*}$ can be written as a finite union of languages of the form $u_{0} L_{1} u_{1} \cdots L_{n} u_{n}$, where $u_{0}, u_{1}, \ldots, u_{n}$ are words of $A^{*}$ and $L_{1}, \ldots, L_{n}$ are recognizable languages of $A^{+}$.

[^6]:    ${ }^{8}$ We followed Almeida [5] for the definition of a left action. This definition is slightly different from Eilenberg's definition [53], where an action is defined as a map from $T \times S$ into $S$ satisfying (1) and (2).

[^7]:    ${ }^{9}$ The action is the multiplication on the right. In some applications [120, 35], it is more appropriate to use a definition of the kernel category that takes also in account the multiplication on the left [138].

[^8]:    ${ }^{10}$ clopen is a common abbreviation for "closed and open"

[^9]:    ${ }^{11}$ This is a "light" version of the theorem, which holds for a larger class of (non necessarily prefix) codes.

[^10]:    ${ }^{12} \mathrm{~A}$ language of $A^{+}$is recognized by a semigroup of $\llbracket x y=x \rrbracket$ (resp. $\llbracket y x=x \rrbracket$ ) if and only if it is of the form $B A^{*}$ (resp. $A^{*} B$ ) where $B \subseteq A$.

