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The first motivation of this paper was to solve the following open problem proposed by Parikh to the first author: if two biinfinite words have the same set of factors, do they satisfy the same first order formulas in the theory of successor?² Since it is well known that the recognizable sets of biinfinite words can be defined in the monadic second order theory of successor, the problem of Parikh leads naturally to the following question: what kind of recognizable sets of biinfinite words can be defined by a first order formula in the theory of successor? We solve both questions in this paper, but the search of these problems lead us to the solution of several other interesting problems on factors of words.

We first consider factors of finite words, which have been used for a long time in language theory. Everyone knows the local languages which occur for instance in the theorem of Chomsky-Schützenberger on context-free languages. Roughly speaking, the words of a local language are described by their first and last letter, and by their factors of length 2. For instance, the language \((ab)^+\) is the set of all words whose first letter is "a", whose last letter is "b", and containing no occurrence of aa and bb. The locally testable languages generalize local languages: the membership of a given word in such a language is determined by the presence or absence in this word of factors of a fixed length \(k\) (the order in which these factors occur and their frequency is not relevant), and by the prefixes and suffixes of length \(< k\) of the word.

¹ This work was supported by the PRC Mathématique et Informatique.

² In order to avoid any confusion, we mention that the corresponding problem for the logic containing a symbol "≤" has been solved by Perrin and Schupp. But the problem of Parikh is different.
terms of automata, this corresponds to finite automata equipped with a "sliding" window of size k through which the word is scanned. The locally testable languages are characterized by a deep and nice algebraic property of their syntactic semigroup, discovered independently by Brzozowski-Simon [6] and McNaughton [15].

There are several possible variations around this definition. First, one can drop the conditions about the prefixes and suffixes. Membership in this type of languages, that we call strongly locally testable, is determined only by factors of a fixed length k. For instance, if A = {a,b,c,d}, the language c(ab)^+d is the set of all words whose set of factors of length 2 is either {ca,ab,bd} or {ca,ab,ba,bd}. Surprisingly, this rather natural family of rational languages does not seem to have been considered previously in the literature. We show that this family is also decidable and characterized by another nice algebraic property of the syntactic semigroup.

A second natural extension is to take into account the number of occurrences of the factors of the word. However, since we want to use finite automata to recognize our languages, we shall just count factors up to a certain threshold. Threshold counting is the favorite way of counting of small children: they can distinguish 0, 1, 2, ... but after a certain number n (the threshold), all numbers are "big". From a more mathematical point of view, two positive integers s and t are congruent threshold n if s = t or if s ≥ n and t ≥ n (another possibility, not considered in this paper, would be to count modulo some fixed integer m). We call the languages obtained in this way locally threshold testable (LTT) - respectively strictly locally threshold testable (SLTT) if we ignore the conditions on the prefixes and suffixes. A deep result of Thérien and Weiss [26] yields a syntactic characterization of LTT languages. In view of these results, it is reasonable to think that the family of strongly locally threshold testable sets is also decidable. However, we have not yet a proof of this fact. On the other hand, Thomas [30] proved that a language is LTT if and only if it can be defined in the first order theory of successor.
One can also use factors to define sets of infinite words. For instance, Pécuchet [18] has defined locally testable sets of infinite words. Extending this definition, we define the families of (strongly) locally (threshold) testable sets of biinfinite words. Of course, since there is no hope to define a prefix or a suffix of a biinfinite word, the definition has to be adapted. Instead of prefixes (suffixes) one considers the words occurring "infinitely many times on the left (right)". We show that, with this definition, one recovers all the algebraic characterizations with syntactic semigroups that were true for finite words. That is, given a rational (or regular) set of biinfinite words, one can effectively decide whether it is locally testable, strongly locally testable or locally threshold testable.

An interesting particular case is the set $S(u)$ of all the shifts of a given biinfinite word $u$. It is a well-known fact that this set is recognizable if and only if $u$ is of the form $0^*fgh0^*$. In fact, in this case, a much stronger result is true: $S(u)$ is SLTT, and it suffices to count the factors threshold 2 to determine membership in $S(u)$. If furthermore, $f$ and $h$ are non conjugate primitive words, or if $f = g = h$, then $S(u)$ is strongly locally testable.

The connections with logic mentioned above can also be extended. Indeed, a set of biinfinite words is definable by a first order formula if and only if it is strongly locally threshold testable. This follows essentially from a back and forth argument of game theory due to Thomas [27]. This result, together with the description of $S(u)$ given above, leads to a positive answer to the problem of Parikh.

Due to the lack of place, the proofs have been omitted and will be published elsewhere. However, we would like to mention that our results concerning sets of finite words are already non-trivial and their extension to biinfinite words requires a number of technical subtleties. Although these results may accredit the idea that "well, everything works for (bi)infinite words just like for finite words", this is in fact not the rule, and Pécuchet has given a number of counterexamples to this too optimistic belief.
1. Preliminaries.

1.1 Words.

Let $A$ be a finite alphabet. We denote by $A^*$ the set of words over $A$, and by $A^+$ the set of non-empty words. If $u$ is a word of length $\geq k$, we denote by $p_k(u)$ and $s_k(u)$, respectively, the prefix and suffix of length $k$ of $u$. A factor $x$ of a word $u$ is *strict* if there exist $s, t \in A^+$ such that $u = sxt$. If $u$ and $x$ are two words, we denote by $[u]_x$ the number of occurrences of the factor $x$ in $u$.

A biinfinite word is an element of $A^\mathbb{Z}$, that is, an application from $\mathbb{Z}$ to $A$. A factor $x$ of a biinfinite word $u$ occurs "infinitely many on the right (respectively left) of $u = \ldots a_{-2}a_{-1}a_0a_1a_2 \ldots"$ if for every $n > 0$ (respectively $n < 0$), there exists $m \geq n$ (respectively $m+k \leq n$) such that $a_m \ldots a_{m+k} = x$. A biinfinite word $u$ is *recurrent* if every factor of $u$ occurs infinitely many on the right and on the left. Given a language $L$ of $A^*$, we denote by $L$ the set of biinfinite words $u = \ldots a_{-2}a_{-1}a_0a_1a_2 \ldots$ such that there exist two increasing sequences of integers $(m_k)_{k>0}$ and $(n_k)_{k>0}$ such that $a_{-m_k} \ldots a_{n_k} \in L$ for every $k > 0$.

1.2 Finite semigroups.

An element $e$ of a semigroup $S$ is *idempotent* if $e^2 = e$. The set of idempotents of a semigroup $S$ is denoted by $E(S)$. A non-empty finite semigroup $S$ always contains at least one idempotent.

Recall the definitions of the Green's relations $\mathcal{R}$, $\mathcal{L}$ and $\mathcal{D}$:

$s \mathcal{R} t$ if and only if there exists $u, v \in S^1$ such that $su = t$ and $tv = s$,

$s \mathcal{L} t$ if and only if there exists $u, v \in S^1$ such that $us = t$ and $vt = s$,

$s \mathcal{D} t$ if and only if there exists $u \in S^1$ such that $s \mathcal{R} u$ and $u \mathcal{L} t$.

The next lemma is the cornerstone of most results on infinite words.

**Lemma 1.1.** Let $A$ be an alphabet (finite or infinite), and let $\varphi : A^+ \rightarrow S$ be a semigroup morphism into a finite semigroup. Then, for every $u \in A^\mathbb{Z}$, there exists $(e, s, f) \in S^3$ such that $e^2 = e$, $f^2 = f$, $es = s = sf$ and $u \in \omega(e\varphi^{-1})(s\varphi^{-1})(f\varphi^{-1})^\omega$. 
This lemma leads to the following definition: a triple \((e, s, f) \in S^3\) such that \(e^2 = e, f^2 = f, es = s = sf\) will be called a linked triple.

1.3. Recognizable sets of \(A^n\).

Let \(S\) be a finite semigroup and let \(\varphi : A^+ \rightarrow S\) be a semigroup morphism. A subset \(L\) of \(A^n\) is \(\varphi\)-simple if it is of the form

\[\omega(e\varphi^{-1})(s\varphi^{-1})(f\varphi^{-1})\omega\]

where \((e, s, f)\) is a linked triple.

**Definition.** A subset \(L\) of \(A^n\) is recognized by \(\varphi\) if and only if \(L\) is finite union of \(\varphi\)-simple sets. It is saturated by \(\varphi\) if and only if, for every \(\varphi\)-simple set \(X\), either \(X \subseteq L\) or \(X \subseteq A^n \setminus L\). This is equivalent to say that if \(X \cap L \neq \emptyset\), then \(X \subseteq L\).

If \(\varphi\) saturates \(L\), then it recognizes \(L\), but the converse is not true. Furthermore, if \(\varphi\) recognizes a language \(L\) of \(A^+\) (in the usual sense), then it also recognizes \(L\).

If \(L\) is recognized by a semigroup morphism \(\varphi : A^+ \rightarrow S\), we call the image of \(L\) by \(\varphi\) the set of linked triples \((e, s, f)\) such that \(\omega(e\varphi^{-1})(s\varphi^{-1})(f\varphi^{-1})\omega \cap L \neq \emptyset\).

One can show [22, 19] that if \(L\) is a recognizable subset of \(A^n\), there exists a smallest finite semigroup which saturates \(L\). This semigroup is called the syntactic semigroup of \(L\) and is denoted by \(S(L)\). The morphism \(\eta : A^+ \rightarrow S(L)\) which saturates \(L\) is the syntactic morphism of \(L\). Finally, the image \(P(L)\) of \(L\) is the syntactic image of \(L\). Note that

\[L = \bigcup_{(e, s, f) \in P(L)} \omega(e\eta^{-1})(s\eta^{-1})(f\eta^{-1})\omega.\]

Let \(V\) be a variety of finite semigroups and let \(\mathcal{V}\) be the variety of languages corresponding to \(V\). The following proposition extends to biinfinite words the corresponding result of [18] for infinite words.
Proposition 1.2. Let $L$ be a subset of $A^\mathbb{Z}$. Then the following conditions are equivalent:

1. $L$ is recognized by a semigroup of $V$,
2. $L$ is finite union of sets of the form $\omega XYZ\omega$, where $X^+, Z^+, X^*YZ^*$ are in $A^+\mathbb{C}_V$,
3. $L$ is recognized by a finite automaton whose transition semigroup belongs to $V$.

2. Factors of finite words.

Threshold counting can be used to define some important families of recognizable languages. Let $x \in A^+$ and let $k \geq 0$. We set

$$L(x, k) = \{ u \in A^+ \mid u \text{ contains at least } k \text{ occurrences of } x \}.$$  

For every $n, t > 0$, one can now define a congruence $\sim_{n,t}$ of finite index on $A^+$ by setting $u \sim_{n,t} v$ if and only if

1. $u$ and $v$ have the same prefixes of length $< n$,
2. $u$ and $v$ have the same suffixes of length $< n$,
3. for every word $x$ of length $\leq n$, and for every $k \leq t$, $u$ belongs to $L(x, k)$ if and only if $v$ belongs to $L(x, k)$.

Intuitively, two words $u$ and $v$ are congruent modulo $\sim_{n,t}$ if they cannot be distinguished by a finite automaton equipped with threshold $t$ counters (to count the number of occurrences of each factor of length $n$) and a window of size $n$ to scan the word. The window can also be moved beyond the first and last letter of the word, so that the prefixes and suffixes of length $< n$ can be read. For instance, if $n = 3$, and $u = abbaaabab$, different positions of the window are represented on the following diagrams:

\[
\begin{array}{c}
\text{abbaaabab} \quad \text{abbaaabab} \quad \text{abbaaabab}
\end{array}
\]

When $t = 1$, we shall use the notation $\sim_n$ instead of $\sim_{n,1}$. Thus two words are $\sim_n$-equivalent if they have the same prefixes and suffixes of length $< n$ and the same factors of length $n$ (without counting multiplicity). According to [6], we say that a language $L$ of $A^+$ is \textit{locally n-testable} if $L$ is union of $\sim_n$-classes. It is equivalent to say that $L$ is recognized by the semigroup morphism $\pi_n : A^+ \rightarrow S_n = A^{+}/\sim_n$. 
A language is **locally testable** if it is locally $n$-testable for some $n > 0$. Equivalently, a language is locally testable if and only if it is a boolean combination of languages of the form $uA^*$, $A^*v$ or $A^*wA^*$ where $u, v, w \in A^+$. For instance, if $A = \{a,b\}$, the language $(ab)^+$ is locally testable since

$$(ab)^+ = (aA^* \cap A^*b) \setminus (A^*aaA^* \cup A^*bbA^*).$$

More generally, we say that a language $L$ of $A^+$ is **locally threshold $t$, $n$-testable** if $L$ is union of $\sim_{n,t}$-classes. It is **locally threshold $t$ testable** if it is locally threshold $tn$-testable for some $n > 0$. Finally, $L$ is **locally threshold testable** ($LTT$) if it is locally threshold $t$ testable for some $t > 0$. Equivalently, a language is locally threshold testable if and only if it is a boolean combination of languages of the form $uA^*$, $A^*v$ or $L(x,k)$ where $u, v, x \in A^+$ and $k > 0$.

If we do not allow the window to move beyond the limits of the word, our machine can count the number of occurrences of a each factor of length $\leq n$, but cannot specify the prefixes (respectively suffixes) of length $< n$. This leads to the following definitions. A language $L$ of $A^+$ is **strongly locally testable** ($SLT$) if it is a boolean combination of languages of the form $A^*wA^*$ where $w \in A^+$. A language $L$ of $A^+$ is **strongly locally threshold testable** ($STLT$) if it is a boolean combination of languages of the form $L(x,k)$ where $x \in A^+$ and $k > 0$. Note that SLT and STLT languages can also be defined in terms of equivalences (it suffices to remove conditions (a) and (b) in the definition of $\sim_{n,t}$) but these equivalences are no longer congruences. The various inclusions between these families are summarized in the following diagram.

![Diagram](image)

All these inclusions are proper: for instance, $(ab)^+$ is LT (and LTT) but is not SLT (nor SLTT), $a^*ba^*$ is LTT (and SLTT) but is not LT (nor SLT).
We now give effective characterizations for three of these families of languages. In order to keep a standard notation for the subsequent statements, we shall denote by \( L \) a recognizable language of \( A^+ \), by \( S(L) \) the syntactic semigroup of \( L \), by \( \eta : A^+ \rightarrow S(L) \) the syntactic morphism of \( L \), and by \( P(L) = L\eta \) the syntactic image of \( L \). Recall that a finite semigroup \( S \) is \emph{locally idempotent and commutative} if, for every idempotent \( e \) of \( S \), the subsemigroup \( eSe \) is idempotent and commutative. Equivalently, \( S \) is locally idempotent and commutative if, for every \( e, s, t \in S(L) \) such that \( e = e^2 \),

\[
(ese)^2 = (ese) \text{ and } (ese)(ete) = (ete)(ese).
\]

We can now state

**Theorem 2.1.** [6, 15] Let \( L \) be a recognizable language of \( A^+ \), and let \( n \) be the cardinal of \( S(L) \). Then the following conditions are equivalent:

1. \( L \) is locally testable,
2. \( L \) is locally \( n \)-testable,
3. \( S(L) \) is locally idempotent and commutative.

SLT-languages do not form a variety of languages in the sense of Eilenberg. However, they also have a syntactic characterization, but a condition on \( P(L) \) is required. Let \( S \) be a finite semigroup and let \( P \) be a subset of \( S \). We say that \( P \) saturates the \( \mathcal{D} \)-classes of \( S \) if, for every \( \mathcal{D} \)-class \( D \) of \( S \), \( D \cap P \neq \emptyset \) implies that \( D \) is contained in \( P \). It is equivalent to say that \( s \in P \) and \( s \mathcal{D} t \) imply \( t \in P \). We can now state our syntactic characterization of SLT-languages.

**Theorem 2.2.** A language \( L \) is strongly locally testable if and only if \( S(L) \) is locally idempotent and commutative and \( P(L) \) saturates the \( \mathcal{D} \)-classes of \( S(L) \).

The syntactic characterization of locally threshold testable languages requires some new definitions. Given a semigroup \( S \), we form a graph \( G(S) \) as follows. The vertices of \( G(S) \) are
the idempotents of $S$, and the edges from $e$ to $f$ are the elements of the form $esf$. We denote by $V$ the variety of all aperiodic semigroups $S$ the graph of which satisfies the condition:

if $p$ and $r$ are edges from $e$ to $f$, and if $q$ is an edge from $f$ to $e$, then $pqr = rqp$.

A slight modification of the arguments of [26] leads to the following statement.

**Theorem 2.3.** A language $L$ is locally threshold testable if and only if $S(L)$ belongs to the variety $V$.

**Sketch of the proof.** It is not too difficult to show, for instance by imitating the proof of theorem 2.1 given in Eilenberg's book, that a language is LTT if and only if its syntactic semigroup belongs to the variety $ACom * LI$, where $ACom$ denotes the variety of commutative and aperiodic monoid, $LI$ denotes the variety of locally trivial semigroup, and $*$ is the semidirect product of varieties. Now, this condition is not effective, but the paper of Thérien and Weiss [26] is precisely devoted to the study of the varieties of the form $W * LI$ and the arguments of this paper show in particular that $ACom * LI = V$. 

The next statement summarizes the results of this section.

**Corollary 2.4.** For a given recognizable subset $L$ of $A^+$, the following properties are effectively decidable:

1. $L$ is locally testable,
2. $L$ is strongly locally testable,
3. $L$ is locally threshold testable,

We conjecture that one can also decide whether $L$ is SLTT. It is natural to guess, in view of the previous results, that $L$ is SLTT if and only if $S(L) \in V$ and $P(L)$ saturates the $\mathcal{D}$-classes of $S(L)$. Unfortunately, these conditions are necessary, but are not sufficient: the language $\{1,c\}(ac)^*(bc)^*(ac)^*a\{1,c\}$ satisfies these conditions, but is not SLTT.
3. Threshold counting on biinfinite words.

We first extend the definition of section 2 to biinfinite words. Let $x \in A^+$ and let $k \geq 0$. We set

$$ F(x, k) = \{ u \in A^\mathbb{Z} \mid u \text{ contains at least } k \text{ occurrences of } x \}. $$

$$ R(x, \infty) = \{ u \in A^\mathbb{Z} \mid u \text{ contains infinitely many occurrences of } x \text{ on the right} \}. $$

$$ L(x, \infty) = \{ u \in A^\mathbb{Z} \mid u \text{ contains infinitely many occurrences of } x \text{ on the left} \}. $$

Note that $F(x, 1) = A^0A^\omega$. A subset $L$ of $A^\mathbb{Z}$ is **locally n-testable** if it is a boolean combination of languages of the form $A^0A^\omega$, $R(x, \infty)$ or $L(x, \infty)$, where $|x| \leq n$. It is **locally testable** if it is **locally n-testable** for some $n > 0$. It is **strongly locally testable** (SLT) if it is a boolean combination of languages of the form $A^0A^\omega$ where $x \in A^+$.

More generally, a subset $L$ of $A^\mathbb{Z}$ is **locally threshold t testable** if it is a boolean combination of sets of the form $F(x, k)$, $R(x, \infty)$ or $L(x, \infty)$, where $x \in A^+$ and $k \leq t$. It is **locally threshold testable** (LTT) if it **locally threshold t testable** for some $t > 0$. It is **strongly locally threshold t testable** if it is a boolean combination of languages of the form $F(x, k)$ where $x \in A^+$ and $k \leq t$. It is **strongly locally threshold testable** (SLTT) if it is **strongly locally threshold t testable** for some $t > 0.

We first give an effective description of locally testable sets of $A^\mathbb{Z}$. A similar result has been obtained by Pécuchet [18] for infinite words and the proof for $A^\mathbb{Z}$ follows essentially the same arguments (with some technical complications).
Theorem 3.1. Let $L$ be a recognizable subset of $A^Z$. Then the following conditions are equivalent:

1. $L$ is locally testable,
2. $L$ is locally $2n$-testable, where $n = |S(L)|$,
3. $L$ is recognized by a locally idempotent and commutative semigroup,
4. $L$ is saturated by a locally idempotent and commutative semigroup,
5. $S(L)$ is locally idempotent and commutative,
6. $L$ is a boolean combination of bilimits of locally testable languages.

Let $S$ be a finite semigroup and let $P$ be a subset of the set $T_S = \{ (e, s, f) \mid e = e^2, f = f^2 \text{ and } es = s = sf \}$. We say that $P$ saturates the $\mathcal{D}$-classes of $S$ if for every $(e, s, f), (e', s', f') \in T_S$, the conditions $(e, s, f) \in P$ and $s \mathcal{D} s'$ imply $(e', s', f') \in P$.

If $L$ is a recognizable subset of $A^Z$, we denote by $\eta : A^+ \to S(L)$ its syntactic morphism and by $P(L)$ the image of $L$ by $\eta$.

Theorem 3.2. Let $L$ be a recognizable subset of $A^Z$. Then the following conditions are equivalent:

1. $L$ is strongly locally testable,
2. $L$ is a boolean combination of bilimits of strongly locally testable languages,
3. $S(L)$ is locally idempotent and commutative and $P(L)$ saturates the $\mathcal{D}$-classes of $S(L)$. 
Theorem 3.3. Let $L$ be a recognizable subset of $A^\mathbb{Z}$. Then the following conditions are equivalent:

1. $L$ is locally threshold testable,
2. $L$ is recognized by a semigroup of $V$,
3. $L$ is saturated by a semigroup of $V$,
4. $S(L)$ belongs to $V$,
5. $L$ is a boolean combination of languages of the form $c^\infty X Y Z^\infty$, where $X^+$, $Z^+$, $X^+ Y$ and $Y Z^+$ are locally threshold testable languages.
6. $L$ is a boolean combination of bilimits of locally threshold testable languages.

Corollary 3.4. For a given recognizable subset $L$ of $A^\mathbb{Z}$, the following properties are effectively decidable:

1. $L$ is locally testable,
2. $L$ is strongly locally testable,
3. $L$ is threshold locally testable,

The set of shifts $S(u)$ of a given word $u$ is not always recognizable. More precisely, one has the following theorem.

Theorem 3.5. Let $u \in A^\mathbb{Z}$. Then the following conditions are equivalent:

1. $S(u)$ is recognizable,
2. $S(u)$ is locally threshold testable,
3. $S(u)$ is strongly locally threshold 2 testable,
4. $S(u) = c^\infty f g h^\infty$ for some $f$, $g$, $h \in A^+$.
Thus, if $S(u)$ is recognizable, it can be entirely described by counting the factors of $u$ in the mode "zero, one, many". Of course, there are analogous results for locally testable and strongly locally testable sets.

**Theorem 3.6.** Let $u \in A^\mathbb{Z}$. Then the following conditions are equivalent:

1. $S(u)$ is locally testable,
2. $S(u)$ is strongly locally testable,
3. $S(u) = \omega g\omega$ for some $g \in A^+$ or $S(u) = \omega fg h\omega$ where $g \in A^*$ and $f$ and $h$ are non-conjugate primitive words of $A^+$.

**Proof.** The equivalence of (2) and (3) is shown in [5]. Since (2) implies (1), it remains to show that (1) implies (3). After the results above, it suffices to show that if $S(u) = \omega fg f\omega$ for some $f, g \in A^+$ such that $f$ is primitive and $g$ is not a power of $f$, then $S(u)$ is not locally testable. But this is clear, since for every $n > 0$, any word $u$ of $\omega fg f\omega$ and any word $v$ of $\omega fg^nf\omega$ have the same left recurrent (respectively right recurrent) factors and the same factors of length $n$. □

For instance, the set $\omega aba\omega$ is strongly locally threshold 2 testable (it is the set of all words containing exactly one occurrence of "b") but it is not locally testable.

**4. Expressive power of first order logic.**

We first review the results corresponding to the first order theory of linear ordering, due to Ladner, Thomas and Perrin [11, 20, 23, 28].
Theorem 4.1. Let L be a subset of $A^\mathbb{Z}$. Then the following conditions are equivalent:

1. L is definable in $\text{Th}_1(\prec, (R_a)_{a \in A})$,
2. L is a star-free set of $A^\mathbb{Z}$,
3. L is a boolean combination of bilimits of star-free languages,
4. the syntactic semigroup of L is aperiodic.

The following theorem gives the corresponding results for the first order theory of successor.

Theorem 4.2. Let L be a subset of $A^\mathbb{Z}$. Then the following conditions are equivalent:

1. L is strongly locally threshold testable,
2. L is definable in $\text{Th}_1(S, (R_a)_{a \in A})$,
3. L is definable by a formula of $\text{Th}_1(S, (R_a)_{a \in A})$ containing only existential quantifiers.

Proof. Clearly (3) implies (2). We show that (1) implies (3). Let $x = a_1 \ldots a_m \in A^+$. Then for every $k > 0$, the set $F(x, k)$ is defined by the existential formula

$$\psi = \exists n_1 \exists n_2 \ldots \exists n_k \left( \bigwedge_{1 \leq i,j \leq k} (n_i = n_j) \right) \land \varphi(n_1) \land \varphi(n_2) \land \ldots \land \varphi(n_k)$$

where $\varphi(n) = (R_{a_1}n \land R_{a_2}(n+1) \land \ldots \land R_{a_k}(n+m-1))$.

If L is strongly locally threshold testable, L is a boolean combination of languages of the form $F(x, k)$ and thus L can be expressed by a formula containing only existential quantifiers.

The more difficult implication, (2) implies (1), follows from an argument of game theory, given in [27].

5. Separative power of first order logic.

The following result describes the separative power of the first order theory of linear ordering and is mainly a consequence of the work of Perrin and Schupp [24]:
Theorem 5.1. Let $u, v \in A\mathbb{Z}$. Then the following conditions are equivalent:

1. either $u$ and $v$ are shift-equivalent, or $u$ and $v$ are recurrent with the same set of factors,
2. $u$ and $v$ are equivalent in $\text{Th}_1(<, (R_a)_{a \in A})$,
3. $u$ and $v$ are equivalent in $\text{Th}_2(S, (R_a)_{a \in A})$.
4. $u$ and $v$ are equivalent in $\text{Th}_2(<, (R_a)_{a \in A})$.

For the theory of successor, the corresponding result is rather different.

Theorem 5.2. Let $u, v \in A\mathbb{Z}$. Then the following conditions are equivalent:

1. $u$ and $v$ have the same sets of factors,
2. $u$ and $v$ are equivalent in $\text{Th}_1(S, (R_a)_{a \in A})$,
3. $u$ and $v$ satisfy the same existential formulas of $\text{Th}_1(S, (R_a)_{a \in A})$.

This solves positively the problem proposed by Parikh.

**Proof.** Clearly (2) implies (3). We show that (3) implies (1). Let $x = a_1 \ldots a_k$ be a word. Then $x$ is a factor of $u$ (respectively $v$) if and only if $u$ ($v$) satisfies the existential formula

$$\varphi_x = \exists n \left( R_{a_1} n \land R_{a_2} (n+1) \land \ldots \land R_{a_k} (n+k-1) \right)$$

Since $u$ and $v$ satisfy the same existential formulas, $x$ is a factor of $u$ if and only if it is a factor of $v$.

Finally, we show that (1) implies (2). Let $\varphi$ be a sentence of $\text{Th}_1(S, (R_a)_{a \in A})$ and let $L$ be the set of biinfinite words satisfying $\varphi$. By Theorem 4.2, $L$ is STLT, that is, is a boolean combination of sets of the form $F(x, k)$ where $x \in A^+$ and $k > 0$. Therefore, it suffices to show that $u \in F(x, k)$ is equivalent to $v \in F(x, k)$. Assume that $u \in F(x, k)$. Then $u$ contains a factor $w$ containing at least $k$ occurrences of $x$. Now by (1), $w$ is a factor of $v$, so that $v \in F(x, k)$. A
dual argument would show that $v \in F(x, k)$ implies $u \in F(x, k)$, and this concludes the proof. □
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