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Abstract

In this paper, we prove an extension of Mahler’s theorem on inter-
polation series, a celebrated result of p-adic analysis. Mahler’s original
result states that a function from N to Z is uniformly continuous for
the p-adic metric dp if and only if it can be uniformly approximated
by polynomial functions. We prove the same result for functions from
a free monoid A∗ to Z, where dp is replaced by the pro-p metric, the
profinite metric on A∗ defined by p-groups.

The aim of this paper is to give a noncommutative version of Mahler’s
theorem on interpolation series [8], which applies to functions from a free
monoid to the set of integers. This result was first announced in [16] and
this article is the full version of this conference paper.

The classical Stone-Weierstrass approximation theorem states that a
continuous function defined on a closed interval can be uniformly approxi-
mated by a polynomial function. In particular, some analytic functions f
can be approximated in the neighbourhood of 0 by its Taylor polynomials

k∑

n=0

f (n)(0)

n!
xn

The p-adic analogue of these results is Mahler’s interpolation theorem [8].
It is is usually stated for p-adic valued functions on the p-adic integers, but
this full version can be easily recovered from the simpler version given in
Theorem 1 below. First, for each function f : N → Z, there exists a unique
family ak of integers such that, for all n ∈ N,

f(n) =
∞∑

k=0

ak

(n
k

)
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or, in short notation, f =
∑∞

k=0 ak
(
−
k

)
. The coefficients ak are given by the

formula
ak = (∆kf)(0)

where ∆ is the difference operator, defined by (∆f)(n) = f(n + 1) − f(n).
In other words, the binomial functions

(−
k

)
form a basis of the Z-module

of all functions from N to Z. The series
∑∞

k=0 ak
(−
k

)
is called the Mahler

expansion of f .
Mahler’s theorem states that f is uniformly continuous for the p-adic

metric if and only if the partial sums of its Mahler expansion converge
uniformly to f . More precisely:

Theorem 1 (Mahler) Let
∑∞

k=0 ak
(−
k

)
be the Mahler expansion of a func-

tion f : N → Z. The following conditions are equivalent:

(1) f is uniformly continuous for the p-adic metric,

(2) the sequence of partial sums
∑n

k=0 ak
(−
k

)
converges uniformly to f ,

(3) limk→∞ |ak|p = 0.

The most remarkable part of this theorem is the fact that a function is
equal to the sum of its Newton series if and only if it is uniformly contin-
uous. This nice feature makes Mahler’s theorem the dream of students in
mathematics...

Our goal is to give a noncommutative extension of this result, based on
the following observation: since the additive monoid N is isomorphic to the
free monoid on a one-letter alphabet, the free monoid A∗ on a finite alphabet
A can be viewed as a noncommutative generalization of the natural numbers.
Accordingly, our noncommutative extension concerns functions from A∗ to
Z. Nevertheless, generalizing Mahler’s theorem to these functions requires
a few preliminary questions to be solved:

(1) Extend the difference operators to word functions,

(2) Extend the binomial coefficients to words,

(3) Find a metric on A∗ which generalizes dp,

(4) Find a Mahler expansion for functions from A∗ to Z.

Fortunately, (1) can be readily solved and (2) and (3) have already been
addressed by Eilenberg [5]: there is a well-defined notion of binomial coef-
ficients

(
u
v

)
for two words u and v and the pro-p metric on A∗ is a natural

extension of the p-adic metric. Question (4) is the topic of Section 2, which
culminates with Theorem 2.2: just like in the commutative case, every func-
tion f : A∗ → Z has a Mahler expansion of the form

∑
v∈A∗〈f, v〉

(−
v

)
where

the coefficients 〈f, v〉 are integers related to the difference operators. There
is also a striking similarity between Mahler’s theorem and our main result,
which can be stated as follows:
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Theorem 2 Let
∑

v∈A∗〈f, v〉
(
−
v

)
be the Mahler expansion of a function

f : A∗ → Z. The following conditions are equivalent:

(1) f is uniformly continuous for the pro-p metric,

(2) the sequence of partial sums
∑

06|v|6n〈f, v〉
(
−
v

)
converges uniformly

to f ,

(3) lim|v|→∞ |〈f, v〉|p = 0.

Although this result can be considered as interesting on its own right,
the reader may wonder about our original motivation for proving this the-
orem. It was actually inspired by automata theoretic questions related to
the classification of regularity-preserving functions in language theory (see
[15, 17] for more details). We discuss further this original motivation in
Section 7.

In Section 3, we introduce the notion of Mahler polynomials and prove
some of their properties. Section 4, devoted to uniform continuity, is a
crucial step towards the proof of the main theorem, presented in Section
5. In Section 6, we come back to the commutative case by providing an
alternative proof for Amice’s Theorem, a generalization of Mahler’s Theorem
to functions from N

k to Z.

1 Background and notation

In this paper, p denotes a fixed prime number.

1.1 The p-adic valuation and the p-adic metric

The p-adic valuation of a nonzero integer n is the natural number

νp(n) = max
{
k ∈ N | pk divides n

}

and its p-adic norm is the real number

|n|p = p−νp(n)

By convention, we set νp(0) = +∞ and |0|p = 0. Note that, for all x, y ∈ Z,

|x+ y|p 6 max{|x|p, |y|p} 6 |x|p + |y|p (1.1)

|xy|p = |x|p|y|p 6 min{|x|p, |y|p} (1.2)

The p-adic metric dp on N and Z is defined by setting, for each pair (x, y)
of integers,

dp(x, y) = |x− y|p (1.3)

These definitions can be extended to N
k and to Z

k as follows. Given x =
(x1, . . . , xk) and y = (y1, . . . , yk) in Z

k and a positive integer r, we write
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x ≡ y (mod r) if, for 1 6 i 6 k, xi ≡ yi (mod r). The p-adic valuation of x
is

νp(x) = min { n ∈ N | x 6≡ 0 (mod pn+1) }

and the p-adic norm is |x|p = p−νp(x). Finally, the p-adic metric on Z
k is

defined by Formula (1.3), for each pair (x, y) of elements of Zk.
It is well-known that dp is actually an ultrametric, that is, satisfies the

following stronger form of the triangle inequality, for all u, v, w in Z
k:

dp(u, v) 6 max{dp(u,w), dp(w, v)}

1.2 Words and languages

Let A be a finite alphabet. Recall that the free monoid A∗ on A is the set
of all words on A, endowed with the concatenation operation. The empty
word, denoted 1, is the identity of A∗. The length of a word u is denoted
|u|. If a is a letter of A, we denote by |u|a the number of occurrences of a
in u.

A language is a subset of A∗. An important class of languages is the
class of recognizable (also called regular) languages. Recognizable languages
admit various characterizations, ranging from automata theory to topology
or logic, but we will settle for the following algebraic definition: a language
L of A∗ is recognizable if and only if there exists a monoid morphism ϕ from
A∗ onto some finite monoid M such that L = ϕ−1(ϕ(L)). It is then said
that M recognizes the language L.

1.3 Binomial coefficients

Let u and v be two words of A∗. Let u = a1 · · · an, with a1, . . . , an ∈ A.
Then u is a subword of v if there exist v0, . . . , vn ∈ A∗ such that v =
v0a1v1 . . . anvn. For instance aaba is a subword of caacabca. Following [5,
p. 253] and [7, Chapter 6], we define the binomial coefficient of u and v by
setting (v

u

)
= |{(v0, . . . , vn) | v = v0a1v1 . . . anvn}| .

Observe that if a is a letter, then
( v
a

)
is equal to |v|a. Further, if u = an

and v = am, then (v
u

)
=

(m
n

)

and hence these numbers constitute a generalization of the classical binomial
coefficients. The next proposition, whose proof can be found in [7, Chapter
6], summarizes the basic properties of the generalized binomial coefficients
and can serve as an alternative definition.

Lemma 1.1 Let u, v ∈ A∗ and a, b ∈ A. Then
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(1)
(
u
1

)
= 1,

(2)
(u
v

)
= 0 if |u| 6 |v| and u 6= v,

(3)
(ua
vb

)
=

{(
u
vb

)
if a 6= b( u

vb

)
+

(u
v

)
if a = b

A third way to define the binomial coefficients is to use theMagnus automor-
phism of the algebra Z〈A〉 of polynomials in noncommutative indeterminates
in A defined by µ(a) = 1+a for all a ∈ A. One can show that, for all u ∈ A∗,

µ(u) =
∑

x∈A∗

(
u

x

)
x (1.4)

which leads to the formula
(
u1u2

x

)
=

∑

x1x2=x

(
u1

x1

)(
u2

x2

)
(1.5)

1.4 The pro-p metric

Let u and v be two words of A∗. A p-group G separates u and v if there is
a monoid morphism from A∗ onto G such that ϕ(u) 6= ϕ(v). One can show
that any pair of distinct words can be separated by a p-group [5, Chap. 8].
The pro-p metric dp on A∗ is defined by setting

rp(u, v) = min { n | there is a p-group of order pn+1 separating u and v }

dp(u, v) = p−rp(u,v)

with the usual convention min ∅ = +∞ and p−∞ = 0. It turns out that dp
is an ultrametric. One can also show that the concatenation product on A∗

is uniformly continuous for this metric. It follows that the completion of the
metric space (A∗, dp) is naturally equipped with a monoid structure. This
monoid is in fact a compact group, called the free pro-p group and denoted
F̂p(A). When A is a one-letter alphabet, this group is of course Zp, the
additive group of p-adic integers.

One can define in a similar way a pro-pmetric on N
k or Zk. The attentive

reader will notice a potential conflict of notation between the p-adic metric
and the pro-p metric on Z

k, which were both denoted by dp. The next
lemma gets rid of this ambiguity.

Lemma 1.2 The p-adic metric and the pro-p metric coincide on N
k and

on Z
k.

Proof. First, the pro-p metric on N
k is the restriction to N

k of the pro-p
metric on Z

k since every morphism from N
k onto a group extends uniquely

to Z
k. Therefore it suffices to prove that for all u, v ∈ Z

k, one has rp(u, v) =
νp(u− v).
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Since Z
k is Abelian, a direct product of groups separates u and v if and

only if one of its factors separates u and v. Let Cr be the cyclic group of
order r. In view of the structure theorem of Abelian groups, one has

rp(u, v) = min { n | Cpn+1 separates u and v } 6 νp(u− v)

Further, for every homomorphism f : Z
k → Z, u ≡ v (mod pn+1) im-

plies f(u) ≡ f(v) (mod pn+1). Therefore u 6≡ v (mod pn+1) is a necessary
condition for Cpn+1 to separate u and v. Thus rp(u, v) = νp(u − v) as
claimed.

There is a nice connection [12] between the pro-p metric and the bi-
nomial coefficients, which comes from the characterization of the languages
recognized by a p-group given by Eilenberg and Schützenberger [5, Theorem
10.1, p. 239]. Let us call a p-group language a language recognized by a
p-group. Note that such a language is recognizable by definition.

Proposition 1.3 A language of A∗ is a p-group language if and only if it
is a Boolean combination of the languages

L(x, r, p) =
{
u ∈ A∗ |

(u
x

)
≡ r (mod p)

}
,

for 0 6 r < p and x ∈ A∗.

Let us set now

r′p(u, v) = min
{
|x| x ∈ A∗ and

(u
x

)
6≡

(v
x

)
(mod p)

}

d′p(u, v) = p−r′p(u,v).

It is proved in [12, Theorem 4.4] that d′p is an ultrametric uniformly equiv-
alent to dp. We shall use this fact in the proof of our main theorem.

It was proved in [11, Corollary 5.6] that a recognizable language is clopen
if and only if it is a p-group language. In fact, the p-group languages form
a basis of clopen sets for the topology of the metric space (A∗, dp).

The following result, which follows from [16, Theorem 2.3] provides a
characterization of uniform continuity in terms of p-group languages. Let A
and B be two finite alphabets.

Theorem 1.4 A function f : A∗ → B∗ is uniformly continuous for dp if
and only if, for every p-group language L of B∗, the language f−1(L) is a
p-group language of A∗.

Proof. Let L be a language recognized by a p-group G of order pk. Then
there exists a monoid morphism ϕ : B∗ → G such that L = ϕ−1(ϕ(L)). If f
is uniformly continuous for dp, there exists n > 0 such that if rp(u, v) > n,
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then rp(f(u), f(v)) > k. It follows in particular that f(u) and f(v) cannot
be separated by G and hence ϕ(f(u)) = ϕ(f(v)).

Let (ψi)i∈I be the family of all monoid morphisms from A∗ onto a p-
group Hi of order 6 pn. Let ψ : A∗ →

∏
i∈I Hi be the morphism defined by

ψ(x) = (ψi(x))i∈I and let H be the range of ψ. Then H is a p-group and if
ψ(u) = ψ(v), then rp(u, v) > n and thus ϕ(f(u)) = ϕ(f(v)). We claim that

ψ−1(ψ(f−1(L)) = f−1(L)

First, f−1(L) is clearly a subset of ψ−1(ψ(f−1(L)). To prove the opposite
inclusion, let u ∈ ψ−1(ψ(f−1(L)). Then ψ(u) ∈ ψ(f−1(L)), that is, ψ(u) =
ψ(v) for some v ∈ f−1(L). It follows that ϕ(f(u)) = ϕ(f(v)) and since
f(v) ∈ L, f(u) ∈ ϕ−1(ϕ(L)) and finally f(u) ∈ L since L = ϕ−1(ϕ(L)).
This proves the claim and shows that f−1(L) is a p-group language.

Suppose now that if L is a p-group language, then f−1(L) is also a p-
group language. Let ϕ be a morphism from A∗ onto a p-group G. For each
g ∈ G, ϕ−1(g) is a p-group language and hence f−1(ϕ−1(g)) is recognized
by a morphism ψg : A∗ → Hg onto a p-group. Let ψ : A∗ →

∏
g∈GHg be

the mapping defined by ψ(x) = (ψg(x))g∈G and let H = ψ(A∗). Then H is
also a p-group and if ψ(u) = ψ(v), then ψg(u) = ψg(v) for all g ∈ G. Since
ψg recognizes f−1(ϕ−1(g)), it follows that u ∈ f−1(ϕ−1(g)) if and only if
v ∈ f−1(ϕ−1(g)) and hence ϕ(f(u)) = ϕ(f(v)).

Now let k ∈ N. If we consider all the morphisms ϕ from A∗ onto a
p-group of order 6 pk, and take n ∈ N large enough so that every group H
corresponding to ϕ has order 6 pn, it follows that

rp(u, v) > n⇒ rp(f(u), f(v)) > k

holds for all u, v ∈ A∗. This shows that f is uniformly continuous for
dp.

Since p-group languages are closed under inverse of morphisms [5], one
gets the following corollary.

Corollary 1.5 Every monoid morphism from A∗ to B∗ is uniformly con-
tinuous for dp.

As another consequence of Theorem 1.4, we obtain:

Corollary 1.6 For every v ∈ A∗, the function from A∗ into N which maps
every word x onto the binomial coefficient

(x
v

)
is uniformly continuous for

dp.

Proof. Let fv : A∗ → N be the function defined by fv(x) =
(x
v

)
. Since the

only p-group quotients of N are the cyclic groups of order pn, a language of
N recognized by a p-group is a finite union of arithmetic progressions r+pnN
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(r ∈ {0, . . . , pn−1}). In view of Theorem 1.4, and since the class of p-group
languages is closed under union, we only need to show that f−1

v (r+ pnN) is
a p-group language. Now, [10, Example 4, p. 450] shows that

f−1
v (r + pnN) =

{
x ∈ A∗ |

(x
v

)
≡ r (mod pn)

}

is indeed recognized by a p-group.

2 Mahler expansions

The first step to extend Mahler’s theorem to functions from words to integers
is to define a suitable notion of Mahler expansion for these functions.

Let f : A∗ → Z be a function. For each letter a, we define the difference
operator ∆a by

(∆af)(u) = f(ua)− f(u)

One can now define inductively an operator ∆w for each word w ∈ A∗ by
setting (∆1f)(u) = f(u), and for each letter a ∈ A,

(∆awf)(u) = (∆a(∆wf))(u).

For instance,

∆aabf(u) = −f(u) + 2f(ua) + f(ub)− f(uaa)− 2f(uab) + f(uaab)

The next proposition gives a direct way to compute the difference operators.

Proposition 2.1 For each word w ∈ A∗, the following relation holds:

∆wf(u) =
∑

06|x|6|w|

(−1)|w|+|x|
(w
x

)
f(ux) (2.1)

Proof. We prove the result by induction on the length of w. If w is the
empty word, the result is trivial. Let w be a word and let a be a letter. Then
(∆awf)(u) = (∆a(∆wf))(u) = (∆wf)(ua)− (∆wf)(u) and by the induction
hypothesis applied to w,

(∆awf)(u) =
∑

06|x|6|w|

(−1)|w|+|x|
(w
x

) (
f(uax)− f(ux)

)

On the other hand, since

(aw
x

)
=

{( w
az

)
+

(w
z

)
if x = az(w

x

)
otherwise
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we get

∑

06|x|6|aw|

(−1)|aw|+|x|
(aw
x

)
f(ux)

=
∑

06|az|6|w|+1

(−1)|w|+|az|+1
(( w
az

)
+

(w
z

))
f(uaz)

+
∑

06|x|6|w|+1
x/∈aA∗

(−1)|w|+|x|+1
(w
x

)
f(ux)

=
∑

06|z|6|w|

(−1)|w|+|z|
(w
z

)
f(uaz)

+
∑

06|x|6|w|

(−1)|w|+|x|+1
(w
x

)
f(ux)

=
∑

06|x|6|w|

(−1)|w|+|x|
(w
x

) (
f(uax)− f(ux)

)

and thus
(∆awf)(u) =

∑

06|x|6|aw|

(−1)|aw|+|x|
(aw
x

)
f(ux)

which gives the induction step for the proof of (2.1).

We can now state our first result, which does not require any assumption
on f .

Theorem 2.2 Let f : A∗ → Z be an arbitrary function. Then there exists
a unique family 〈f, v〉v∈A∗ of integers such that, for all u ∈ A∗,

f(u) =
∑

v∈A∗

〈f, v〉
(u
v

)
(2.2)

This family is given by

〈f, v〉 = (∆vf)(1) =
∑

06|x|6|v|

(−1)|v|+|x|
(v
x

)
f(x) (2.3)

Proof. The family of functions
(−
v

)
, for v ranging over A∗, is locally finite in

the sense that, for each u ∈ A∗, the binomial coefficient
(u
v

)
is null for all but

finitely many words v. In particular, for each family of integers (mv)v∈A∗ ,
the sum ∑

v∈A∗

mv

(
−

v

)

is a well-defined function from A∗ to Z.
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First observe that, according to (2.1)

(∆vf)(1) =
∑

06|x|6|v|

(−1)|v|+|x|
(v
x

)
f(x) (2.4)

Thus
∑

v∈A∗

(∆vf)(1)
(u
v

)
=

∑

v∈A∗

∑

|x|6|v|

(−1)|v|+|x|
(v
x

)(u
v

)
f(x)

=
∑

x∈A∗

(−1)|u|+|x|


 ∑

06|v|6|u|

(−1)|v|+|u|
(u
v

)(v
x

)

 f(x)

= f(u)

in view of the following relation from [7, Corollary 6.3.8]:

∑

06|v|6|u|

(−1)|u|+|v|
(u
v

)( v
w

)
=

{
1 if u = w

0 otherwise
(2.5)

Uniqueness of the coefficients 〈f, v〉 follows inductively from the formula

〈f, u〉 = f(u)−
∑

06|v| < |u|

〈f, v〉
(u
v

)
,

a straightforward consequence of (2.2).

The series defined by (2.2) is called the Mahler expansion of f .

Example 2.1 Let A be the binary alphabet {0, 1}. The empty word will
be exceptionally denoted by ε to avoid confusion. Let f : A∗ → N be the
function mapping a binary word onto its value as a binary number. For
instance f(010111) = f(10111) = 23. Then one sees easily that

(∆vf) =

{
f + 1 if v ∈ 1{0, 1}∗

f otherwise

(∆vf)(ε) =

{
1 if v ∈ 1{0, 1}∗

0 otherwise

It follows that the Mahler expansion of f is

f =
∑

v∈1{0,1}∗

(
−

v

)

For instance, if u = 01001, one gets

f(u) =
(u
1

)
+

( u
10

)
+

( u
11

)
+

( u

100

)
+

( u

101

)
+

( u

1001

)

= 2 + 2 + 1 + 1 + 2 + 1 = 9.
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The Mahler expansion of a function f : A∗ → Z can be used to compute its
uniform norm ‖f‖p, defined by

‖f‖p = sup
u∈A∗

|f(u)|p

First observe that ‖f‖p = maxu∈A∗ |f(u)|p since |f(u)|p takes values in the
set {p−n | n > 0} ∪ {0}.

Theorem 2.3 Let
∑

v∈A∗〈f, v〉
(−
v

)
be the Mahler expansion of a function

f : A∗ → Z. Then ‖f‖p = maxv∈A∗ |〈f, v〉|p.

Proof. Let us choose a word u of A∗ such that ‖f‖p = |f(u)|p. Then
f(u) =

∑
|v|6|u|〈f, v〉

(u
v

)
and thus we get by (1.1) and (1.2)

‖f‖p = |f(u)|p 6 max
|v|6|u|

|〈f, v〉|p 6 max
v∈A∗

|〈f, v〉|p

Conversely, let w be a word of minimal length such that

|〈f,w〉|p = max
v∈A∗

|〈f, v〉|p

The formula
〈f,w〉 = f(w)−

∑

06|v|<|w|

〈f, v〉
(u
v

)

yields, with the help of (1.1) and (1.2),

|〈f,w〉|p 6 max
(
|f(w)|p, max

06|v|<|w|
|〈f, v〉|p

)

Now, for 0 6 |v| < |w|, one has |〈f, v〉|p < |〈f,w〉|p by the minimality of |w|
and thus max06|v|<|w| |〈f, v〉|p < |〈f,w〉|p. It follows that

|〈f,w〉|p 6 |f(w)|p 6 ‖f‖p

and hence maxv∈A∗ |〈f, v〉|p = ‖f‖p as claimed.

3 Mahler polynomials

A function f : A∗ → Z is a Mahler polynomial if its Mahler expansion has
finite support, that is, if the number of nonzero coefficients 〈f, v〉 is finite.
In this section, we prove in particular that Mahler polynomials are closed
under addition and product. We first introduce a convenient combinatorial
operation, the infiltration product. We follow the presentation of [7, Chapter
6]. Let Z〈〈A〉〉 be the ring of formal power series in noncommutative inde-
terminates in A. Any series s is written as a formal sum s =

∑
u∈A∗〈s, u〉u,

a notation not to be confused with our notation for the Mahler expansion.
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The infiltration product is the binary operation on Z〈〈A〉〉, denoted by ↑ and
defined inductively as follows:

for all u ∈ A∗,

u ↑ 1 = 1 ↑ u = u, (3.1)

for all u, v ∈ A∗, for all a, b ∈ A

ua ↑ bv =

{
(u ↑ vb)a+ (ua ↑ v)b+ (u ↑ v)a if a = b

(u ↑ vb)a+ (ua ↑ v)b otherwise
(3.2)

for all s, t ∈ Z〈〈A〉〉,

s ↑ t =
∑

u,v∈A∗

〈s, u〉〈t, v〉(u ↑ v) (3.3)

Intuitively, the coefficient 〈u ↑ v, x〉 is the number of pairs of subsequences
of x which are respectively equal to u and v and whose union gives the whole
sequence x. For instance,

ab ↑ ab = ab+ 2aab+ 2abb+ 4aabb+ 2abab

ab ↑ ba = aba+ bab+ abab+ 2abba+ 2baab+ baba

Also note that 〈u ↑ v, u〉 =
(u
v

)
. We shall need the following relation (see [7,

p.131]). For all v1, v2 ∈ A∗,
(
u

v1

)(
u

v2

)
=

∑

x∈A∗

〈v1 ↑ v2, x〉
(u
x

)
(3.4)

Formula 3.4 leads to an explicit computation of the Mahler expansion of the
product of two functions.

Proposition 3.1 Let f and g be two functions from A∗ to N. Then the
coefficients of the Mahler expansion of fg are given by the formula:

〈fg, x〉 =
∑

v1,v2∈A∗

〈f, v1〉〈g, v2〉〈v1 ↑ v2, x〉

Proof. Indeed, if f(u) =
∑

v∈A∗〈f, v〉
(u
v

)
and g(u) =

∑
v∈A∗〈g, v〉

( u
v

)
, then

fg(u) =
∑

v1,v2∈A∗

〈f, v1〉〈g, v2〉

(
u

v1

)(
u

v2

)

and the result follows by Formula (3.4).

It is now easy to prove the result announced at the beginning of this section.

Proposition 3.2 Mahler polynomials form a subring of the ring of all func-
tions from A∗ to Z for addition and multiplication.

12



Proof. It is clear that the difference of two Mahler polynomials is a Mahler
polynomial. Further Proposition 3.1 shows that Mahler polynomials are
closed under product.

4 Uniform continuity

In this section, we give a simple characterization of the uniformly continuous
functions from A∗ to Z. Uniform continuity always refers to the metric dp,
but it can be replaced by d′p whenever convenient in view of [12, Theorem
4.4].

By Corollary 1.6, for each fixed v ∈ A∗, the function
(−
v

)
from A∗ to N

which maps a word u to the binomial coefficient
(u
v

)
is uniformly continuous.

We now give a characterization of the uniformly continuous functions in
terms of their Mahler expansion.

Theorem 4.1 Let
∑

v∈A∗〈f, v〉
(−
v

)
be the Mahler expansion of a function

f : A∗ → Z. Then f is uniformly continuous if and only if lim|v|→∞ |〈f, v〉|p =
0.

Proof. Suppose that lim|v|→∞ |〈f, v〉|p = 0 and let r ∈ N. Then there exists
s ∈ N such that, if |v| > s, νp(〈f, v〉) > r. Setting

g =
∑

|v|<s

〈f, v〉

(
−

v

)
and h =

∑

|v|>s

〈f, v〉

(
−

v

)

we get f = g + h. Further pr divides 〈f, v〉 for |v| > s. Since g is a Mahler
polynomial, it is uniformly continuous by Corollary 1.6 and so there exists
t ∈ N such that dp(u, u

′) 6 p−t implies g(u) ≡ g(u′) (mod pr) and hence
f(u) ≡ f(u′) (mod pr). Thus f is uniformly continuous.

This proves the easy direction of the theorem. The key argument for the
opposite direction is the following approximation result.

Theorem 4.2 Let f : A∗ → N be a uniformly continuous function. Then
there exists a Mahler polynomial P such that, for all u ∈ A∗, f(u) ≡ P (u)
(mod p).

Proof. We first prove the theorem for some characteristic functions related
to the binomial coefficients. The precise role of these functions will appear
in the course of the main proof.

Let x ∈ A∗ and let s be an integer such that 0 6 s < p. Let χs,x : A∗ → N

be the function defined by

χs,x(u) =

{
1 if

(
u
x

)
≡ s (mod p)

0 otherwise

13



Lemma 4.3 There is a Mahler polynomial Ps,x such that, for all u ∈ A∗,
χs,x(u) ≡ Ps,x(u) (mod p).

Proof. Let

Ps,x(u) = −

[(
u
x

)] [(
u
x

)
− 1

]
· · ·

[(
u
x

)
− (p− 1)

]

(
u
x

)
− s

Then Ps,x is a Mahler polynomial by Proposition 3.2. If
(u
x

)
6≡ s (mod p),

then Ps,x(u) ≡ 0 (mod p). If
(u
x

)
≡ s (mod p), then by Ibn Al-Haytham’s

theorem (also known as Wilson’s theorem),

Ps,x(u) ≡ −(p− 1)! ≡ 1 (mod p)

It follows that Ps,x(u) ≡ χs,x(u) (mod p) in all cases.

We now prove Theorem 4.2. Since f is uniformly continuous for the metric
d′p, there exists a positive integer n such that if, for 0 6 |x| 6 n,

(u
x

)
≡

(v
x

)
(mod p)

then
f(u) ≡ f(v) (mod p)

It follows that the value of f(u) modulo p depends only on the residues
modulo p of the family

{(u
x

)}
06|x|6n

.

Let R be the set of all families r = {rx}06|x|6n such that 0 6 rx < p.
For 0 6 i < p, let Ri be the set of all families r of R satisfying the following
condition:

if, for 0 6 |x| 6 n,
(u
x

)
≡ rx (mod p), then f(u) ≡ i (mod p) (4.1)

The sets (Ri)06i<p are pairwise disjoint and their union is R. We claim that,
for all u ∈ A∗,

f(u) ≡
∑

06i<p

iPi(u) (mod p) (4.2)

where Pi is the Mahler polynomial

Pi =
∑

r∈Ri

∏

06|x|6n

Prx,x (4.3)

First consider, for r ∈ R, the characteristic function

χr(u) =
∏

06|x|6n

χrx,x(u)
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By construction, χr is defined by

χr(u) =

{
1 if, for 0 6 |x| 6 n,

(
u
x

)
≡ rx (mod p)

0 otherwise

and it follows from (4.1) and from the definition of Ri that

f(u) ≡
∑

06i<p

(
i
∑

r∈Ri

χr(u)
)

(mod p) (4.4)

Now Lemma 4.3 gives immediately

χr(u) ≡
∏

06|x|6n

Prx,x(u) (mod p) (4.5)

and thus (4.2) follows now from (4.3), (4.4) and (4.5). The result follows,
since

P =
∑

06i<p

iPi(u)

is a Mahler polynomial.

Theorem 4.2 can be extended as follows.

Corollary 4.4 Let f : A∗ → N be a uniformly continuous function. Then,
for each positive integer r, there exists a Mahler polynomial Pr such that,
for all u ∈ A∗, f(u) ≡ Pr(u) (mod pr).

Proof. We prove the result by induction on r. For r = 1, the result follows
from Theorem 4.2. If the result holds for r, there exists a Mahler polynomial
Pr such that, for all u ∈ A∗, f(u) − Pr(u) ≡ 0 (mod pr). Let g = f − Pr.
Since g is uniformly continuous, there exists a positive integer n such that
if
(
u
x

)
≡

(
v
x

)
(mod p) for |x| 6 n, then g(u) ≡ g(v) (mod p2r). It follows

that 1
pr g(u) ≡

1
pr g(v) (mod pr), and thus 1

pr g is uniformly continuous.

Applying Theorem 4.2 to 1
pr g, we get a Mahler polynomial P such that,

for all u ∈ A∗,
1

pr
g(u) ≡ P (u) (mod p)

Setting Pr+1 = Pr + prP , we obtain finally

f(u) ≡ Pr+1(u) (mod pr+1)

which concludes the proof.

We now come back to the proof of Theorem 4.1. For each positive
integer r, there exists a Mahler polynomial Pr such that, for all u ∈ A∗,
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f(u) ≡ Pr(u) (mod pr). Using (2.3) to compute explicitly the coefficients
〈f − Pr, v〉, we obtain

〈f − Pr, v〉 ≡ 0 (mod pr)

Since Pr is a polynomial, there exists an integer nr such that for all v ∈
A∗ such that |v| > nr, 〈Pr, v〉 = 0. It follows |〈f, v〉|p 6 p−r and thus
lim|v|→∞ |〈f, v〉|p = 0.

5 An extension of Mahler’s theorem

Mahler’s theorem is often presented as an interpolation result (see for in-
stance [9, p. 57]). This can also be extended to functions from words to
integers. Given a family of integers (cv)v∈A∗ , one can ask whether there is a
(uniformly) continuous function f from the free pro-p group to Z such that
f(v) = cv . The answer to this question is part of our main result:

Theorem 5.1 Let
∑

v∈A∗〈f, v〉
(−
v

)
be the Mahler expansion of a function

f : A∗ → Z. Then the following conditions are equivalent:

(1) f is uniformly continuous for dp,

(2) the sequence of partial sums
∑

06|v|6n〈f, v〉
(−
v

)
converges uniformly

to f ,

(3) lim|v|→∞ |〈f, v〉|p = 0,

(4) lim|v|→∞‖∆vf‖p = 0,

(5) f admits a continuous extension to a map from F̂p(A) to Zp.

Proof. (1) implies (3) follows from Theorem 4.1.
(3) implies (2). Formulas (1.1) and (1.2) give for all u ∈ A∗ and for all

n ∈ N ∣∣∣
∑

n<|v|

〈f, v〉
(u
v

)∣∣∣
p
6 sup

n<|v|6|u|
|〈f, v〉|p 6 sup

n<|v|
|〈f, v〉|p

Let ε > 0. By (3), there is an integer N such that if |v| > N , then |〈f, v〉|p <
ε. It follows that for all n > N and for all u ∈ A∗,

∣∣∣
∑

n<|v|

〈f, v〉
(u
v

)∣∣∣
p
6 sup

n<|v|
|〈f, v〉|p < ε.

which proves (2), in view of (2.2).
(2) implies (1). Theorem 4.1 shows that every Mahler polynomial is

uniformly continuous. Now, if a sequence of uniformly continuous functions
converges uniformly, then its limit is uniformly continuous as well. Thus (2)
implies that f is uniformly continuous.
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(3) implies (4). A straightforward induction shows that ∆u(∆vf) =
∆uvf holds for all u, v ∈ A∗. Hence

〈∆vf, u〉 = ∆u(∆vf)(1) = ∆uvf(1) = 〈f, uv〉

and Theorem 2.3 yields

‖∆vf‖p = max
u∈A∗

|〈∆vf, u〉|p = max
u∈A∗

|〈f, uv〉|p (5.1)

Let ε > 0. By (3), there exists some N ∈ N such that |〈f,w〉|p < ε whenever
|w| > N . Thus, whenever |v| > N , we get |〈f, uv〉|p < ε and so ‖∆vf‖p < ε

by (5.1). Therefore (4) holds.
(4) implies (3) follows immediately from (5.1).
(1) implies (5) since F̂p(A) (respectively Zp) is the completion of A∗

(respectively Z) for dp.

(5) implies (1). Since F̂p(A) is compact, the continuous extension of f

to F̂p(A) is uniformly continuous and its restriction f to A∗ is uniformly
continuous as well.

6 The commutative case

A Mahler expansion can also be obtained for functions from N
k into Z. First

observe that the family of functions from N
k into N

{(

r1

)(

r2

)
· · ·

(

rk

)
| (r1, . . . , rk) ∈ N

k

}

is locally finite. Thus, given a family (mr)r∈Nk , the formula

f(n1, . . . , nk) =
∑

r∈Nk

mr

(
n1

r1

)
· · ·

(
nk

rk

)

defines a function f : Nk → Z. Conversely, each function from N
k to Z

admits a unique Mahler expansion, a result proved in a more general setting
in [2, 1].

Proposition 6.1 Let f : N
k → Z be an arbitrary function. Then there

exists a unique family 〈f, r〉r∈Nk of integers such that, for all (n1, . . . , nk) ∈
N
k,

f(n1, . . . , nk) =
∑

r∈Nk

〈f, r〉

(
n1

r1

)
· · ·

(
nk

rk

)

Furthermore, the coefficients are given by

〈f, r〉 =
r1∑

i1=0

. . .

rk∑

ik=0

(−1)(r1+ ...+rk)+(i1+ ...+ik)

(
r1

i1

)
· · ·

(
rk

ik

)
f(i1, . . . , ik)
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The next lemma relates commutative and noncommutative Mahler expan-
sions. Given a finite alphabet A, we denote by c the map from A∗ to N

|A|

which maps every word u onto its commutative image c(u) = (|u|a)a∈A.

Lemma 6.2 Let
∑

r∈Nk〈f, r〉

(
−

r1

)
· · ·

(
−

rk

)
be the Mahler expansion of a

function f from N
k into Z. Let A = {a1, . . . , ak} be a k-letter alphabet.

Then 〈f, r〉 = 〈f ◦ c, ar11 · · · arkk 〉 for every r ∈ N
k.

Proof. One has

f(n1, . . . , nk) = f(c(an1

1 · · · ank

k ))

=
∑

v∈A∗

〈f ◦ c, v〉

(
an1

1 · · · ank

k

v

)

=

n1∑

r1=0

. . .

nk∑

rk=0

〈f ◦ c, ar11 · · · arkk 〉

(
n1

r1

)
· · ·

(
nk

rk

)

The uniqueness of the Mahler expansion stated in Proposition 6.1 yields the
equality 〈f, r〉 = 〈f ◦ c, ar11 . . . a

rk
k 〉 for every r ∈ N

k.

We can now deduce a new proof for the hard implication of the general-
ization of Mahler’s Theorem to N

k (see [2] or [19, Section 4.2.4]).
Given r ∈ N

k, let us write |r| for |r1|+ . . .+ |rk|.

Corollary 6.3 (Amice [2]) Let
∑

r∈Nk〈f, r〉

(
−

r1

)
· · ·

(
−

rk

)
be the Mahler

expansion of a function f from N
k into Z. Then f is uniformly continuous

for dp if and only if lim|r|→∞ |〈f, r〉|p = 0.

Proof. Assume that f is uniformly continuous. Let A = {a1, . . . , ak}. Since
c : A∗ → N

k is a morphism, it is uniformly continuous by Corollary 1.5 and
so is the function f ◦ c. By Theorem 4.1, we obtain

lim
|v|→∞

|〈f ◦ c, v〉|p = 0.

In particular, lim|r|→∞ |〈f ◦ c, ar11 · · · arkk 〉|p = 0 and so lim|r|→∞ |〈f, r〉|p = 0
by Lemma 6.2.

The opposite implication is the easy one (see [2]) and can be deduced

from the fact that if n1 ≡ n2 (mod ps+νp(m!)) then

(
n1

m

)
≡

(
n2

m

)
(mod ps).

Details are omitted.
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7 Back to language theory

Our original motivation was the study of regularity-preserving functions f
from A∗ to B∗, in the following sense: if L is a regular language of B∗, then
f−1(L) is a regular language of A∗. More generally, we are interested in
functions preserving a given variety of languages V: if L is a language of
V, then f−1(L) is also a language of V. There is an important literature
on the regular case [21, 6, 20, 13, 14, 15, 3]. A remarkable contribution to
this problem can be found in [18], where a characterization of sequential
functions preserving star-free languages (respectively group-languages) is
given. A similar problem was also recently considered for formal power
series [4].

An open problem is to characterize the functions from A∗ to B∗ preserv-
ing the p-group languages. Theorems 1.4 and 5.1 give a solution when B is
a one-letter alphabet.

Theorem 7.1 Let f be a function from A∗ to N. Then the following con-
ditions are equivalent:

(1) for each p-group language L of N, f−1(L) is a p-group language of A∗,

(2) f is uniformly continuous for dp,

(3) lim|v|→∞‖∆vf‖p = 0.

It would be interesting to find a suitable extension of this result for functions
from A∗ to B∗, for any alphabet B. Another challenge would be to extend
other results from p-adic analysis to the word case.
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