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Exceptions provide a convenient mechanism for signaling errors in a program. Signaling is
performed by raising an exception, which effectively causes a non-local transfer to a dynamically-
installed handler that can capture the exception and perform some action, e.g. recover from
the error situation. If no handler is found, execution is aborted. Most modern programming
languages provide built-in mechanisms for raising and handling exceptions.

In dependently-typed programming languages, such as Agda [5], Coq [6], exceptions can
be encoded using sum-types. For example, a division function could be given type nat →
nat → nat+div by zero. By giving such types a monadic structure, an approach popularized by
Haskell, programming with encoded exceptions is rather straightforward. One of the benefits of
this approach is that exceptions are encoded in types, which means that a compiler can enforce
that all exceptions are handled. Furthermore, in the case of Coq and Agda, logical consistency
is preserved, as the language is not changed.

On the other hand, having a primitive notion of exceptions has a number of advantages
over encoded exceptions. First, primitive exceptions are more convenient for programming.
For example, the expression 1 + div 1 0 is valid (when executed it would raise an exception),
while in the encoding given above, we first have to analyze the value returned by div before
proceeding with the addition. This affects performance as well, as we have to pack and unpack
the encoded exceptions at every use. Second, exceptions have better support for modularity
and code reuse [3]. For example, a higher-order function can be passed as argument a function
that may raise exceptions without jeopardizing type safety.

Adding support for first-class exceptions in dependent type theory poses several challenges.
First, exceptions usually can have any type; for example 0 and raise div by zero can have both
type nat. This is undesirable in a dependent type theory as it would lead to logical inconsis-
tencies. To overcome this problem, we need to keep track of exceptions in the type system.
We follow the approach given by Lebresne [4]. He proposes a type constructor of the form
A ?∪ ψ, where A is a type and ψ is a set of exceptions. This type is essentially a sum type
between regular and exceptional values. Hence, 0 has type nat, while raise div by zero has type
nat ?∪ {div by zero}.

Second, exception impose a fixed evaluation order—usually, but not always, call-by-value
(CBV). In a dependent type theory, where we intent to reason about open terms, we do not
want to commit to any evaluation order. To solve this problem, David and Mounier [2] and
also Lebresne [4] consider call-by-name exceptions. The idea is to have the reduction rules:

(λx.t)u→ t[u/x] (raise ε)u→ raise ε

So that (λx.t) (raise ε) reduces to t[raise ε/x]. This reduction rules, including the usual behavior
for handling exceptions, result in a confluent relation.

Third, we mentioned that one advantage of the exception mechanism is better support for
modularity and code reuse. The typical example is a sorting function that takes a comparison
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function of type, let us say, nat → nat → bool. If we pass an argument of type nat → nat →
bool ?∪{ε}, we expect that the result will still be well typed, even if it may raise exception ε when
applied to a list (i.e. we expect the result to be of type list nat ?∪ {ε}). Lebresne [4] introduces
corrupted types to allow this behavior. A corrupted type has the form Aψ, where ψ is a set
of exceptions. A term of type Aψ can be seen as a term of type A where some subexpression
is replaced by raise ε (with ε ∈ ψ). Corruption has nice properties like distribution across
function types: (A → B)ψ = Aψ → Bψ; this means that a sorting function can have type
(natψ → natψ → boolψ) → listψ nat → listψ nat, for any ψ (including ∅), effectively allowing
reuse of the function in the presence of exceptions.

In general, we expect that, in any well-typed program of A, replacing any subexpression by
raise ε would result in a well-typed program of type Aψ. However, this works in simply-typed
systems, but not in the presence of dependent types. For example, consider a function P of
dependent type

Πx:nat. case (try x ow ε⇒ SO) of
| O ⇒ nat → nat
| Sx⇒ nat

Then P OO has type nat, but P (raise ε)O is not well typed. Although this example is a bit
artificial, it shows that corruption cannot be applied freely in the presence of dependent types.

In this proposed talk, we will present λΠ,ε, a predicative type theory with inductive types
and call-by-name exceptions. The type system features union types of the form T ?∪ ψ to
account for exceptions at top level, and corrupted types of the form Iψ, for inductive types I,
meaning that an exception can occur under constructors. λΠ,ε enjoys desirable metatheoretical
properties such as subject reduction and strong normalization (proved using a modified Λ-set
model [1]).

However, for the reasons explained above, λΠ,ε does not feature a full corruption operator.
This implies that, although λΠ,ε is more convenient to use than encoded exceptions, it still does
not have all the advantages of using primitive exceptions. In this talk, we will also discuss the
limitations of λΠ,ε and possible ways to overcome them.
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