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Linear indexed type systems have been used to ensure safety properties of programs with
respect to di�erent kinds of resources; examples include usage analysis [10], implicit complex-
ity [3], and more. Linear indexed types use a type-level index language to describe resources
and linear types to reason about the program's resource usage in a compositional way.

A limitation of current analysis techniques for such systems is that resource usage is inferred
independently of the control �ow of a program�e.g., the typing rule for branching usually ap-
proximates resources by taking the maximal usage of one of the branches. To make this analysis
more precise, some authors have proposed extending adding dependent types, considering both
resource usage and the size information of a program's input. This signi�cantly enriches the
resulting analysis by allowing resource usage to depend on runtime information. Linear de-
pendent type systems have been used in several domains, such as implicit complexity [1] and
others.

Of course, there is a price to be paid for the increase in expressiveness: type checking and
type inference inevitably become more complex. In linear indexed type systems, these tasks are
often done in two stages: a standard Hindley-Milner-like pass, followed by a constraint-solving
procedure. In some cases, the generated constraints can be solved automatically with custom
algorithms [6] or o�-the-shelf SMT solvers [4]. However, the constraints are speci�c to the index
language, and richer index languages often lead to more complex constraints.

In this work we consider the type-checking problem for a particular system with linear
dependent types, DFuzz. DFuzz was born out of Fuzz [9], a language where types are used to
reason about sensitivity of programs, which measures the distance between outputs on nearby
inputs. Fuzz uses real numbers as indices for the linear types, which provide an upper bound
on the sensitivity of the program. As shown by [4], type-checking Fuzz programs can be done
e�ciently by using an SMT solver to discharge the numeric proof obligations arising from the
type system. The same approach works for type inference, which infers the minimal sensitivity
of a function.

DFuzz [5] was introduced to overcome a fundamental limitation of Fuzz: sensitivity infor-
mation cannot depend on runtime information, such as the size of a data structure. This is
done by enriching Fuzz with a limited form of dependent types, whose index language combines
information about the size of data structures and the sensitivity of functions. These changes
have a signi�cant impact on the di�culty of type checking, since type checking constraints in
DFuzz may involve general polynomials rather than just constants.

One solution could be to extend the algorithm proposed in [4] to work with the new index
language by generating additional constraints when dealing with the new constructs. This
would be similar in spirit to the work of [2] for type inference for d`PCF, a linear dependent
type system for complexity analysis. Unfortunately, such an approach does not work as well for
DFuzz, since it relies on the presence of arbitrary computable functions in the index language,
whereas DFuzz's index language is far simpler. Instead, since the type system of DFuzz also
supports subtyping, we consider a di�erent approach inspired by techniques from the literature
on subtyping (e.g. [7]) and on constraint-based type-inference approaches (e.g. [8]).



The main idea is to type-check a program by inferring some set of sensitivities for it, and
then testing whether the resulting type is a subtype of the desired type. To obtain completeness,
one must ensure that the inferred sensitivities are the �best� possible. Unfortunately, the DFuzz

index language is not rich enough for expressing such sensitivities. For instance, some cases
require taking the maximum of two sensitivity expressions, which may not lie inside the basic
sensitivity language. We solve this problem by extending the index language with a handful of
index constructs to ease sensitivity-inference; we call this new system EDFuzz. We present a
sensitivity-inference algorithm for EDFuzz, which we show sound and complete. Furthermore,
EDFuzz has similar meta-theoretic properties as DFuzz.

We are left with the problem of solving the constraints generated by our algorithm. First,
we show how to compile the constraints generated by the algorithmic systems to �rst-order
constraints, allowing us to use standard solvers. Unfortunately, the resulting set of constraints
is too powerful, and we also show that type checking for DFuzz is undecidable. We discuss how
to approximate complete type-checking with a constraint relaxation procedure that is enough
to handle the examples proposed in [5].
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