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Abstract. We investigate self-testing programs with relative error by
allowing error terms proportional to the function to be computed. Until
now, in numerical computation, error terms were assumed to be either
constant or proportional to the p-th power of the magnitude of the input,
for p € [0,1). We construct new self-testers with relative error for real-
valued multi-linear functions defined over finite rational domains. The ex-
istence of such self-testers positively solves an open question in [KMS99].
Moreover, our self-testers are very efficient: they use few queries and sim-
ple operations.

Keywords — Program verification, approximation error, self~testing programs,
robustness and stability of functional equations.

1 Introduction

It is not easy to write a program P to compute a real-valued function f. By
definition of floating point computations, a program P can only compute an
approximation of f. The succession of inaccuracies in computational operations
could be significant. Moreover once P is implemented it is more difficult to verify
its correctness, i.e. that P(z) is a good approximation of f(x) for all valid inputs
z. In a good approximation one would like the significant figures to be correct.
This leads us to the notion of relative error. If a is a real number and a is its
approximation, then the quantity 6 de |6 — a|/a is called the relative error of
the approximation.

In recent years, several notions were developed to address the software cor-
rectness problem. Here we focus on the following scenario. First, the program
to be tested is viewed as a black box, i.e. we can only query it on some inputs.
Second, we want a very efficient testing procedure. In particular, a test should
be more efficient than any known correct implementation. For exact computa-
tion, program checking [Blu88, BK95], self-testing programs [BLR93], and self-
correcting programs [BLR93, Lip91] were developed in the early 90’s. A program
checker for f verifies whether the program P computes f on a particular input
x; a self-tester for f verifies whether the program P is correct on most inputs;
and a self-correcting program for f uses a program P, which is correct on most

* Partially supported by a CNRS-Conicyt’98 Project, ESPRIT Working Group
RAND2 No. 21726, and Franco-Hungarian bilateral project Balaton No. 99013.



inputs, to compute f correctly everywhere with high probability. Let us insist
that checkers, self-testers and self-correctors can only use the program P as a
black box, and are required to be different and simpler than any known imple-
mentation of f (see [BK95] for a formal definition). In this context, results on
testing linear functions and polynomials have theoretical implications for prob-
abilistically checkable proofs [ALM*92, AS92] and in approximation theory. For
a survey see [Bab93].

Let us recall the problem of linearity testing which has been fundamental
in the development of testers [BLR93]. Given a program P which computes a
function from one Abelian group G into another group, we want to verify that
P computes a homomorphism on most inputs in G. The Blum-Luby-Rubinfeld
linearity test is based on the linearity property f(z + y) = f(z) + f(y), for all
x,y € G, which is satisfied when f is a homomorphism. The test consists in
verifying the previous linearity equation on random instances. More precisely, it
checks for random inputs z,y € G that P(z+y) = P(z)+P(y). If the probability
of failing the linearity test is small, then P computes a homomorphism except
on a small fraction of inputs. This property of the linearity equation is usually
called the robustness of the linearity equation. This term was defined in [RS96)
and studied in [Rub99]. The analysis of the test is due to Coppersmith [Cop89).
It consists in correcting P by querying it on few queries. Let g be the function
which takes at x the majority of the votes (P(xz 4+ y) — P(y)), for all y € G.
When the failure probability in the linearity test is small, majority turns out to
quasi-unanimity, g equals P on a large fraction of inputs, and g is linear. This
idea of property testing has been recently formalized and extended to testing
graph properties in [GGR96, GR97].

These notions of testing were extended to approximate computation with
absolute error for self-testers/correctors [GLR191] and for checkers [ABCG93].
In [GLR'91] Gemmel et al. studied only functions defined over algebraically
closed domains. Ergiin, Ravi Kumar, and Rubinfeld [EKR96] initiated and solved
the problem of self-testing with absolute error for linear functions, polynomials,
and additive functions defined over rational domains. Rational domains were first
considered by Lipton [Lip91] and these are the sets D,, s o {i/s:|i]| <n,ieZ},
for some integer n > 1 and real s > 0. In these past works the absolute error of
the approximation a of a is defined by & def |a — a|. In this approximate context
the linearity testing problem consists now in verifying that a given program P
computes approximately a real linear function over D, 5. To allow absolute error
in the computation of P, the approximate linearity test consists in verifying that
|P(z+y)—P(x)— P(y)| <e¢, for random x,y € D,, s and some fixed ¢ > 0. Then
the analysis is very similar to that of the exact case. Since the majority is not
adapted to approximate computation, it is replaced by the median. Moreover
both the closeness of g to P and the linearity of g are approximated. Therefore
we need a second stage which consists in proving the local stability of the linearity
equation for absolute error, that is, every function satisfying |f(z +y) — f(z) —
f(y)| <e, forall z,y € D, , is close to a perfectly linear function. This part is a
well-studied problem in mathematics for several kinds of error terms when x and



y describe a group like Z. It corresponds to the study of Hyers-Ulam stability. The
stability problem is due to Ulam and was first solved in the absolute error case in
1941 by Hyers [Hye4l]. For a survey of Hyers-Ulam stability see [For95, HR92].

Using elegant techniques of Hyers-Ulam stability theory, Kiwi et al. extended
a part of [EKR96]’s work for non-constant error terms [KMS99]. They considered
error terms proportional in every input x to |z|P, for any 0 < p < 1, that
is, they considered computations where inaccuracies depend on the size of the
values involved in the calculations. This model corresponds to many practical
situations. Among other things, they show how self-testing whether a program
approximately computes a linear function for these errors terms. For this they
proved the local stability of the linearity equation using its stability on the
whole domain Z using techniques based on an argument due to Skof [Sko83].
The robustness part is similar to absolute error case, but the set of voters in the
median defining g(x) depends on z since big voters may induce big errors for
small z. Since the linearity equation is unstable for the case p =1 [H§92], their
work did not lead to self-testers either for the case p = 1, which corresponds to
linear error terms, or for relative error terms (i.e. proportional to the function
to be computed) [KMS99, Sect. 5].

In this paper, we investigate the study of approximate self-testing with rel-

ative error. Relative error is one of the most important notions in numerical
computation. Proving that a program is relatively close to its correct implemen-
tation is the challenge of many numerical analysts. We hope to contribute to
make self-testers more adapted to numerical computation. In this setting self-
testing consists in the following task:
Problem. Given a class of real-valued functions F defined over a finite domain
D, and some positive constants ¢y, ¢, 01,02, we want a simple and efficient prob-
abilistic algorithm T such that, for any program P : D — R, which is an oracle
for T:

— if for some f € F, Pryep [|PT(z) — f(z)| > 1| f(x)|] < 61, then T outputs
PASS with high probability;

—if for all f € F, Pryep [|PT(z) — f(z)| > co| f(2)]] > b2, then T outputs
FAIL with high probability.

We give a positive answer to this problem for the set of real-valued d-linear
functions, for any integer d > 1. This is the first positive answer to this problem
in the literature. In particular, we solve some problems in [KMS99] that were
mentioned previously. For the sake of brevity and clarity we will consider func-
tions defined over positive integer domains D} = {i e N: 1 < i < n}, for some
even integer n > 1. But all of our results remain valid for more general rational
domains.

First we define in Theorem 2 a new probabilistic test for linear functions.
It is constructed from a new functional equation for linearity which is robust
(Theorem 3) and stable for linear error terms (Theorem 4). We use it to build
an approximate self-tester for linear functions which allows linear error terms
(Theorem 5). From it we are able to construct the first approximate self-tester



with relative error in the sense of the stated problem (Theorem 6). This self-
tester is generalized for multi-linear functions in Theorem 7 using an argument
similar to that in [FHS94]. These self-testers are quite surprising since they only
use comparisons, additions, and multiplications by powers of 2 (i.e. left or right
shifts in binary representation). Moreover the number of queries and operations
does not depend on n.

2 Linearity

The linearity test of [KMS99] is based on the linearity equation f(z + y) =
f(z) + f(y) which is robust and stable for error terms proportional to |z|?,
where 0 < p < 1, but unstable when p = 1. More precisely they showed:

Theorem 1 ([KMS99, Theorem 2]) Let0<§<1,0>0,and0<p<1.If
P:D§ — R is such that

Pr [|[P(z+y)— P(z) — P(y)| > 0 Max {z,y"}] <4,
z,yeD},

then there exists a linear functionl : D;f — R such that for C, = (1+2P)/(2—2P),

Pr [|P(z) — I(z)| > 17C,02"] < O(V3).

zEDjL—
(If p = 0 then the latter inequality holds with O(§) in its RHS.)

Remark. In this theorem and in the rest of the paper we only consider uniform
probabilities.
For p = 1 the statement of this theorem does not hold anymore. Let 8 > 0

and f(x) L logy (x + 1), for all z > 0. In [HS92] it is shown that f satisfies
|[f(x+y)— f(z) — fly)] <20 Max {x,y}, for all ,y > 0, but f is not close to
any linear function. Hence either the test or the error term has to be modified,
but both can not be kept. In [KMS99] the linearity test was unchanged and error
terms proportional to &P were considered, for some 0 < p < 1. In this paper we
change the test but keep a linear error term.

All results of this paper are based on the following theorem. It defines a
probabilistic test such that the distance of any program to linear functions is
upper bounded by a constant times its failure probability on it. Here the distance
is not yet relative but it is defined for a linear error term. Let Med,cx (f(z))
denote the median value of f: X — R when x ranges over X:

Med(f(x)) 4 Inf {a €R: Pr[f(z) >d] < 1/2} .

For every integer x > 1, let k, define the number:

IcmdéfMin{keNﬂkng}.



Theorem 2 Let 0 <5 <1/96 and 0 > 0. If P : Dg‘n — R s such that
Pr [|P(2k’x +y) — 2’“’P(w) — P(y)| > Qn} <4,

x,yEDIn

then the linear function | : D} — R, which is defined by

def
I(n) = Med(P(n+y) — P(y)),
vED;,

satisfies

Pr [|P(z) —l(z)| > 320z] < 166.

wE'Di

The proof of this theorem goes in two parts: the robustness (Theorem 3), and
the stability (Theorem 4). Let us give the intuition for this test. When = > n/2,
i.e. x is large, the test looks like the standard linearity test. But when = < n/2,
i.e. x is small, we add a dilation term which amplifies small errors.

2.1 Robustness

This part consists in constructing, using P, a function g which is not linear, but
approximately linear for large inputs, and perfectly homothetic for small inputs.
In a sense g approximately corrects the program P.

The following theorem sates the existence of such a function g. The definition
of ¢ is based on the probability test and it consists in performing, for some
x € Dy, the median of votes (P(2F+2 + y) — P(y))/2%+ for all y € D, . If the
probability that P fails the test is small, then g satisfies the following theorem.

Theorem 3 (Robustness) Let 0 < § < 1/96 and § > 0. If P : Dg. — R is
such that
Pr [|P(2"2 +y) — 25 P(z) — P(y)| > On] <6,

z,yeDY,
then the function g : D;’n — R which is defined by
def
g(a) < Med (P24 + y) - P(y))/2",
y€D3,,
satisfies
Pr [|P(x) — g(z)] > 20z] < 160, (1)
a:ED:f
Ve,y € {n/2,....n}, lg(z +y)—g(x) —g(y)| < 60n, (2)
Ve e Dy, g(x) = g(2"x)/2". (3)

Proof. The proof uses standard techniques developed in [BLR93, EKR96,
KMS99]. Let us observe first that the function g satisfies

Med (P(z +y) — P(y)), if z > n/2,
xT) = 'yGD;n
g(2k= ) /2= otherwise,

and therefore ¢ satisfies (3). Before proving that g also satisfies (1) and (2), we
state a useful fact called the halving principle [KMS99].



Fact 1 (Halving principle) Let 2 and S denote finite sets such that S C (2,
and let ¥ be a boolean function defined over 2. Then for uniform probabilities,

2
Pr ()] < o1 Pr[(x)].

First we show that g is close to P as defined in (1). To simplify notation, let
Py, = P(2%2 +y) — P(y) — 2% P(x). By definition of g we get

Pr [|g(z) — P(z)] > 20z] = Pr

Pr, Pr, | Med (P,,)| > 202F=x| .
x n z n

yED;'n

Notice that Markov’s inequality gives a bound on the RHS of this equality:

Pr ||Med(P,,)| > 202"z <2 Pr  [|P,|>202%a].
zeD)f | yeDy, z€D;t ,yeDS,,

But 2%=2 > n/2, for all x € D;f, then using the halving principle we get

'D+ |2
Pr P> 2022 < 1Pl ploip g
IEDIJJED;L [| xvy‘ :I |D7—7’,—| ! |D;n‘ EnyDIn [| mvy‘ ]

Therefore g satisfies (1).
Now we prove that g satisfies (2). First we show that for all ¢ € {n/2,...,2n}
the median value g(c) is close to any vote (P(c+y)— P(y)) with high probability:

Pr {lg(c) = (P(c+y) — P(y))| > 20n] < 164. (4)

yeD3,
Note that k. = 0, therefore Markov’s inequality implies

Pr [[g(c) — (P(c+y) — P(y))| > 20n] <2 Pr+ [chJrz,y - Pc+y,Z| > 20n].
yeD?n y,z€D2n

Then one can get inequality (4) using the union bound and the halving principle.

Now let a and b be two integers such that § < a,b < n. Let ¢ take on the

values a, b and a 4+ b in (4), and apply the halving principle to obtain:

y£7§+ [lg(a+b) = (P(a+b+y) — P(y))| > 20n]
Pr {lg(a) = (P(a+y) = P(y))| >20n] \ < 305

n

Pr [lg(b) — (P(b+ (a+y)) — P(a+y))| > 20n

yEDy,

Therefore with probability at least 1 — 966 > 0 there exists y € D; for which
none of these inequalities are satisfied. Pick such a y to obtain inequality (2). O



2.2 Stability

In this section we prove that every function g satisfying the conditions of Theo-
rem 3 is close to a perfectly linear one.

Theorem 4 (Stability) Let ¢’ > 0. If g : D3, — R is such that
Va,y €{n/2,...,n},  lg(x+y) —g(x) —g(y)l < O'n,
and Yr € DS, g(x) = g2k x)/2%,

then the linear function | : DY — R, which is defined by l(n) e g(n), satisfies,
for all x € D},
lg(x) — l(z)] < 50'.

Proof. Here we borrow a technique developed in [KMS99] that we apply
to the function g where it is approximately linear. First we extend g re-
stricted to {n/2,...,n} to a function h defined over the whole semi-group
{z € N:x >n/2}. The extension h is defined for all z > n/2 by

def [ g(z) ifn/2 <z <n,
W) = { h(x —n/2) 4+ g(n)/2 otherwise.

One can verify that h satisfies the following doubling property, for all x > %,
|h(22) — 2h(z)| < 50'n/2.

Then we apply a result due to [KMS99] which is based on some techniques

developed in [Hye41].

Lemma 1 ([KMS99, Lemma 3]) Let E; be a semi-group and E2 a Banach
space. Let € > 0 and h : E1 — Es be a mapping such that for all x € Ey

|h(2z) — 2h(z)| < e.

If f: By — Es is such that f(x) = limy, o0 h(2™2)/2™ is a well defined map-
ping, then for all x € Ey
[h(z) = f(2)] < e

Let f be this function. Then by definition of h we get that f(x) = zg(n)/n, for
all x > n/2, therefore f is linear and f = [. We conclude the proof by recalling
that g equals h on {n/2,...,n}, and when 1 < x < n/2, g(z) = g(2k=z)/2%. O

3 Testing with relative error

In this section we show how our results lead to approximate self-testers with
linear error terms and with relative error. First let us define the relative distance.
Let F be a collection of real functions defined over a finite domain D. For a real



0 > 0 and functions P, f : D — R, we will define the 0-relative distance between
P and f on D by

0-rdistp(P. f) < Pr [|P(z) — f(2)] > 0]f(2)]).

and the f-relative distance between P and F on D by

f-rdistp (P, F) < Inf f-rdistp (P, f).
€

Note that the relative distance between P and f is not symmetric in gen-
eral. For example if § > 1, P(z) = 0, and f(z) = 6, for all zx € D;}, then
f-rdisty+ (P, f) = 0 and f-rdisty+(f, P) = 1. We will also need another dis-
tance which is symmetric but not relative. It is defined for any non negative
error term 3 : D — R,. The (-distance between P and f on D is

def

p-distp(P, f) = Pr [|P(z) — f(z)| > B(z)],

and the §-distance between P and F on D is

B-distp (P, F) < Inf f-distp (P, f).
€

First we define the approximate self-tester for 8-distp using the definition
of [KMS99] which generalizes that of [EKR96, GLRT91].

Definition 1 Let 61,02 € [0,1], Dy C Dy, and F be a collection of real-valued
functions defined over Dy. Let 31 and By be non negative real-valued functions
also defined over Dy. A (D1, 1, 61; Da, B2, 62)-self-tester for F is a probabilistic
oracle program T such that for any program P : D; — R:

— If By-distp, (P, F) < &1 then TT outputs PASS with probability at least 2/3.'
— If Bo-distp, (P, F) > 83 then T outputs FAIL with probability at least 2/3.>

Now we extend this definition for relative distance.

Definition 2 Let 61,02 € [0,1], Do C Di, and F be a collection of real-
valued functions defined over Di. Let 61 and 65 be non negative reals. A
(D1, 01,01; Do, 02, 52)-self-tester with relative error for F is a probabilistic or-
acle program T such that for any program P : D1 — R:

— If 0, -rdistp, (P, F) < &) then TT outputs PASS with probability at least 2/3.
— If Oy-rdistp, (P, F) > 65 then TT outputs FAIL with probability at least 2/3.

! One can also want this probability to be greater than any confidence parameter
v € (0,1). Here we simplify our discussion by fixing this parameter to 2/3.
2 Same remark.



Usually one would like a self-tester to be different and simpler than any
correct program. For example we can ask the self-tester to satisfy the little-oh
property [BK95], i.e. its running time have to be asymptotically less than that
of any known correct program. This property could be too restrictive for family
testing. Here we simplify this condition. If T is a self-tester for d-linearity over
D;f then T is required to use only comparisons, additions, and multiplications
by powers of 2 (i.e. left or right shifts in binary representation). Moreover the
number of queries and operations of 7" has to be independent of n.

A direct consequence of Theorem 2 is the existence of a self-tester for the set
of linear functions, denoted by L, where the distance is defined for a linear error
term.

Theorem 5 Let 0 < 6 < 1/144 be a real, 8 > 0 a power of 2, and B(x) = 0z, for
all x. Then there exists a (Dg,, 3/16,6/12; D}, 3203, 245)-self-tester for the set L.
Moreover it makes O(1/6) queries to the program, and uses O(1/9) comparisons,

additions, and multiplications by powers of 2.

Proof. Let N > 1 be an integer whose value will be fixed later. The self-tester T’
performs N independent rounds. Each round consists in performing the following

. def
experiment, where © = 0n :

Experiment linearity-test(P, ©)
1. Randomly choose z,y € D, .
2. Check if | P2k +y) — 2k P(z) — P(y)| < ©.

A round fails if the inequality is not satisfied. Then T" outputs FAIL if more than
a § fraction of the rounds fail, and PASS otherwise.
Let us define the failure probability of P in each round by

err(P) e py [|P(2% 2 +y) — 25 P(z) — P(y)| > 0n] .
z,y€DY,

First suppose (ﬂ/lG)—distD;n (P, L) < 6/12. The halving principle and simple
manipulations lead to err(P) < §/2. Then a standard Chernoff bound argument
yields that if N = 2(1/6) then T outputs PASS, with probability at least 2/3.

Now if (328)-dist ,+ (P, £) > 249, then, since 36/2 < 1/96, the contraposition
of Theorem 2 implies err(P) > 3§/2. Again, by a Chernoff bound argument if
N = 2(1/5) then T* outputs FAIL, with probability at least 2/3. O

The previous self-tester has two main disadvantages. First, the error term is
linear but not relative. Second, it needs to test the program on a bigger domain.
The following theorem gets around these two problems.

Theorem 6 Let 0 < 6 < 1/144 be a real and 0 < 6 < 16 a power of 2. Then
there exists a (D;7,0/64,5/12; D, 320,246)-self-tester with relative error for the
set L. Moreover it makes O(1/9) queries to the program, and uses O(1/8) com-
parisons, additions, and multiplications by powers of 2.

Proof. Now the self-tester T performs N = O(1/§) times the following experi-
ment:



Experiment linearity-relative-test(P,0)
1. Randomly choose y € D;'.
2. Compute G = P(n —y)+ P(y) (fix P(0) =0).
3. Compute © = 0|G]|.
4. Do Experiment linearity-test(extension(P, G),0).

The function extension is easily computable using P, and it is defined by:

Function extension(P, G)(x)

1. wal = 0.

2. While x > n do x = x —n and val = val + G.
3. Return (val + P(x)).

Again, T outputs FAIL if more than a ¢ fraction of the rounds fail, and PASS
otherwise.

Fix © & 0|G| and B(z) X 0G|z /n, for all z. Let P %< extension(P,G),
and denote the failure probability of one experiment by rerr(P).

First, suppose there exists a linear function [ such that
(0/64)- rdlstD+(P 1) < 6/12. Therefore Pr, _+[|P(n —y) + P(y) — I(n)| >
0ll(n)|/32] < 46/6. So |G — I(n)] < 9\l(yn \/32 Wlth probability at least
1 — §/6. Suppose this last inequality is satisfied. Then one can verify
that (9/32)_1«(115%;"(15,1) < §/12. Since 6/32 < 1/2, we also obtain
[l(n)] < 2|G|. Thus the combination of the two last inequalities gives
(ﬁ/16)—disth8+n (P,) < 6/12. In this case we previously proved that the
failure probability of linearity-test(extension(P,G),0) is at most /2. In
conclusion, if (6/64)-rdist+ (P, 1) < §/12 then rerr(P) <46/6 +0/2 = 24/3.

Suppose now that (320)-rdisty+(P,£) > 246. Then, for all real G,

(326)-dist + (P, 1) > 246, where | € £ is defined by I(n) & G. But P(n +y) =

G+ P(y), so Med, p+ (P(n+1vy) — P(y)) = G. Therefore the contraposition of
Theorem 2 implies that, for all real G, rerr(P) > 346/2.
To conclude the proof, apply a Chernoff bound argument. a
Now we can state our final result which extends the previous one to multi-
linear functions. It is quite surprising since it does not use multiplications but
only comparisons, additions, and multiplications by powers of 2.

Theorem 7 Let d > 1 be an integer. Let 0 < § < 1 be a real and 0 < 0 <
O(1/d?) a power of 2. Then there exists a ((D;)%,0,68; (D)), 0(d)d,0(d)s)-
self-tester with relative error for the set of real-valued d-linear functions defined
on (D). Moreover it makes O(1/8) queries to the program, and uses O(1/6)
comparisons, additions, and multiplications by powers of 2.

Proof (sketch).We use some techniques from [FHS94] where a similar result for
multi-variate polynomials in the context of exact computation was proven. Fact 2
and Lemma 2 lower and upper bound the distance between a d-variate function
and d-linear functions by its successive distances from functions which are linear
in one of their variables. Then, we estimate the latter quantity by repeating Ex-
periment linearity-relative-test. More precisely, the self-tester T' will repeat



O(1/6) times the following experiment. Then T outputs FAIL if more than a §
fraction of the rounds fail, and PASS otherwise.

Experiment d-linearity-relative-test(P,0)
1. Randomly choose z € (D;)4.
2. Randomly choose i € {1,...,d}.
3. Do Experiment linearity-relative-test(PZ, 0).

The notation ]523' denotes the function which takes at ¢ the value
P(Zl, ey Zi_l,t7 Zidlyee ey Zd).

Using Fact 2 and Lemma 2, one can conclude the proof using previous meth-
ods. O

The bounds involved in the previous proof are explicitly stated in the follow-
ing, where £? denote the set of d-linear functions defined over (D;f)¢, and £¢
the set of functions defined over (D;')? which are linear in their i-th variable.
First let us state the easy one.

Fact 2 Let 6 > 0 be a real. Then for all f : (D)4 — R

d
1
P Zﬁ—rdist(pmd(f, £h < O-rdist p+ya(f, L.
i=1

The other bound is more difficult and it can be proven by induction on d.
Due to lack of place we omit the proof.

Lemma 2 Let 0 < 6 < 1/(16d?) be a real. Then for all f : (D) — R

d
(4d6)-rdist o (f, L) <2 O-rdist pr)a(f, L)
i=1

Open questions

In this paper we achieve the goal of approximate self-testing with relative error
for multi-linear functions. We would like to extend this work for polynomials.
More generally when we have no information a priori on the size of the function
to be computed, constructing approximate self-testers with relative error is an
interesting challenge.
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