UNIVOQUE BASES OF REAL NUMBERS: LOCAL DIMENSION, DEVIL’S STAIRCASE AND ISOLATED POINTS

DERONG KONG, WENXIA LI, FAN LÜ, ZHIQIANG WANG, AND JIAYI XU

Abstract. Given a positive integer \( M \) and a real number \( x > 0 \), let \( \mathcal{U}(x) \) be the set of all \( q \in (1, M + 1] \) for which there exists a unique sequence \( (d_i) = d_1d_2\ldots \) with each digit \( d_i \in \{0, 1, \ldots, M\} \) satisfying

\[
x = \sum_{i=1}^{\infty} \frac{d_i}{q^i}.
\]

The sequence \( (d_i) \) is called a \( q \)-expansion of \( x \). In this paper we investigate the local dimension of \( \mathcal{U}(x) \) and prove a ‘variation principle’ for unique non-integer base expansions. We also determine the critical values of \( \mathcal{U}(x) \) such that when \( x \) passes the first critical value the set \( \mathcal{U}(x) \) changes from a set with positive Hausdorff dimension to a countable set, and when \( x \) passes the second critical value the set \( \mathcal{U}(x) \) changes from an infinite set to a singleton. Denote by \( U(x) \) the set of all unique \( q \)-expansions of \( x \) for \( q \in \mathcal{U}(x) \). We give the Hausdorff dimension of \( U(x) \) and show that the dimensional function \( x \mapsto \dim_H U(x) \) is a non-increasing Devil’s staircase. Finally, we investigate the topological structure of \( \mathcal{U}(x) \). Although the set \( \mathcal{U}(1) \) has no isolated points, we prove that for typical \( x > 0 \) the set \( \mathcal{U}(x) \) contains isolated points.

1. Introduction

Given a positive integer \( M \) and a real number \( q \in (1, M + 1] \), each point \( x \in [0, \frac{M}{q-1}] \) can be written as

\[(1.1) \quad x = \pi_q((d_i)) := \sum_{i=1}^{\infty} \frac{d_i}{q^i}, \quad d_i \in \{0, 1, \ldots, M\} \quad \forall i \geq 1.
\]

The infinite sequence \( (d_i) = d_1d_2\ldots \) is called a \( q \)-expansion of \( x \) with respect to the alphabet \( \{0, 1, \ldots, M\} \).

Expansions in non-integer bases were pioneered by Rényi [33] and Parry [32]. Different from the integer base expansions Sidorov [34] (see also [9]) showed that for any \( q \in (1, M + 1] \) Lebesgue almost every \( x \in [0, M/(q-1)] \) has a continuum of \( q \)-expansions. Furthermore, Erdős et al. [16, 17, 18] showed that for any \( k \in \mathbb{N} \cup \{\aleph_0\} \) there exist \( q \in (1, M + 1) \) and \( x \in [0, M/(q-1)] \) such that \( x \) has precisely \( k \) different \( q \)-expansions (see also cf. [36]). In particular, there is a great interest in unique \( q \)-expansions due to their close connections with
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open dynamical systems (cf. [12, 20, 23]). For more information on expansions in non-integer bases we refer to the surveys [22, 35] and the survey chapter [14].

For $q > 1$ let $U_q$ be the univoque set of $x \in I_q := [0, M/(q-1)]$ having a unique $q$-expansion, and let $U_q := \pi_q^{-1}(U_q)$ be the set of corresponding $q$-expansions. Dual to the univoque set $U_q$ we consider in this paper the set of univoque bases of real numbers. For $x \geq 0$ let $\mathcal{U}(x)$ be the set of bases $q \in (1, M+1]$ such that $x$ has a unique $q$-expansion, i.e.,

$$\mathcal{U}(x) = \{ q \in (1, M+1] : x \in U_q \}.$$

Clearly, for $x = 0$ the set $\mathcal{U}(0) = (1, M+1]$, because for each $q \in (1, M+1]$ the point $0$ always has a unique $q$-expansion $0^\infty = 00\cdots$. So, it is interesting to investigate the set $\mathcal{U}(x)$ for $x > 0$.

When $x = 1$, the set $\mathcal{U} = \mathcal{U}(1)$ is well understood. Erdős et al. [16] showed that $\mathcal{U}$ is a Lebesgue null set of first category but it is uncountable. Later Daróczy and Kátai [11] showed that $\mathcal{U}$ has full Hausdorff dimension. Clearly, the largest element of $\mathcal{U}$ is $M + 1$ since $1$ has the unique expansion $M^\infty = M M \cdots$ in base $M + 1$. Komornik and Loreti [24, 25] found the smallest element $q_{KL} = q_{KL}(M)$ of $\mathcal{U}$, which was called the Komornik-Loreti constant by Glendinning and Sidorov [20]. Furthermore, they showed in [26] that its topological closure $\overline{\mathcal{U}}$ is a Cantor set: a non-empty compact set with neither isolated nor interior points. Hence,

$$(1.2)\quad (1, M+1] \setminus \overline{\mathcal{U}} = \bigcup (q_0, q_0^*),$$

where the left endpoints $q_0$ run through $1$ and the set $\overline{\mathcal{U}} \setminus \mathcal{U}$, and the right endpoints $q_0^*$ run through a subset $\mathcal{U}^*$ of $\mathcal{U}$ (cf. [12]). In particular, each left endpoint $q_0$ is algebraic, while each right endpoint $q_0^*$, called a de Vries-Komornik number, is transcendental (cf. [28]).

Recently, Kalle et al. [21] showed that the set $\mathcal{U}$ has more weight close to $M + 1$. For the detailed description of the local structure of $\mathcal{U}$ we refer to the recent paper [2].

However, for a general $x > 0$ we know very little about $\mathcal{U}(x)$. Lü, Tan and Wu [31] showed that for $M = 1$ and $x \in (0, 1)$ the set $\mathcal{U}(x)$ is a Lebesgue null set but has full Hausdorff dimension. Recently, Dajani et al. [10] showed that the algebraic difference $\mathcal{U}(x) - \mathcal{U}(x)$ contains an interval for any $x \in (0, 1]$. The smallest element of $\mathcal{U}(x)$ was investigated in [27]. In this paper we will investigate the set $\mathcal{U}(x)$ from the following perspectives. (i) We will determine the local dimension of $\mathcal{U}(x)$ and establish a so-called ‘variation principle’ in unique non-integer base expansions; (ii) We will determine the Hausdorff dimension of the symbolic set $\mathcal{U}(x)$ consisting of all expansions of $x$ in base $q \in \mathcal{U}(x)$, and show that the function $x \mapsto \dim_H \mathcal{U}(x)$ is a non-increasing Devil’s staircase (see Figure 2); (iii) We will determine the critical values of $\mathcal{U}(x)$ such that when $x$ passes the first critical value the set $\mathcal{U}(x)$ changes from positive Hausdorff dimension to a countable set, and when $x$ passes the second critical value the set $\mathcal{U}(x)$ changes from an infinite set to a singleton; (iv) In contrast with $\mathcal{U} = \mathcal{U}(1)$ we will show that typically the set $\mathcal{U}(x)$ contains isolated points.
For \( x > 0 \) let
\[
q_x := \min \left\{ 1 + M, 1 + \frac{M}{x} \right\}.
\]
Then \( q_x \) is the largest base in \((1, M + 1]\) such that the given \( x \) has an expansion with respect to the alphabet \( \{0, 1, \ldots, M\} \), i.e., \( q_x = \max \mathcal{U}(x) \).

Our first result focuses on the local dimension of \( \mathcal{U}(x) \).

**Theorem 1.1.** For any \( x > 0 \) and for any \( q \in (1, q_x) \setminus \mathcal{U} \) we have
\[
\lim_{\delta \to 0} \dim_H (\mathcal{U}(x) \cap (q - \delta, q + \delta)) = \lim_{\delta \to 0} \dim_H (\mathcal{U}_q \cap (x - \delta, x + \delta)).
\]

Theorem 1.1 can be viewed as a ‘variation principle’ in unique non-integer base expansions. Recall from [13] the two dimensional univoque set
\[\mathcal{U} = \{(z, p) : z \text{ has a unique } p\text{-expansion}\}.
\]
Then the left hand side in Theorem 1.1 is the local dimension of the vertical slice \( \mathcal{U} \cap \{z = x\} = \mathcal{U}(x) \) at the point \( (x, q) \), and the right hand side gives the local dimension of the horizontal slice \( \mathcal{U} \cap \{p = q\} = \mathcal{U}_q \) at the same point \( (x, q) \). So Theorem 1.1 states that for any \( x > 0 \) and any \( q \in (1, q_x) \setminus \mathcal{U} \) the local dimension of \( \mathcal{U} \) at the point \( (x, q) \) through the vertical slice is the same as that through the horizontal slice.

Let \( \{0, 1, \ldots, M\}^\mathbb{N} \) be the set of all sequences \((d_i) = d_1d_2\ldots\) over the alphabet \( \{0, 1, \ldots, M\} \). Equipped with the order topology on \( \{0, 1, \ldots, M\}^\mathbb{N} \) induced by the metric
\[
\rho((c_i), (d_i)) = (M + 1)^{-\inf\{i \geq 1 : c_i \neq d_i\}}
\]
we can define the Hausdorff dimension of any subset of \( \{0, 1, \ldots, M\}^\mathbb{N} \).

Note that \( \mathcal{U}_q = \pi_q^{-1}(\mathcal{U}_q) \subset \{0, 1, \ldots, M\}^\mathbb{N} \) is the symbolic horizontal slice of the two-dimensional univoque set \( \mathcal{U} \). The following result for the Hausdorff dimension of \( \mathcal{U}_q \) was established in [23] and [3] (see Figure 1).

**Proposition 1.2** ([23, 3]). The dimensional function \( \psi : q \mapsto \dim_H \mathcal{U}_q \) is a non-decreasing Devil’s staircase on \((1, M + 1]\). In particular,
- \( \psi \) is non-decreasing and continuous on \((1, M + 1]\);
- \( \psi \) is locally constant almost everywhere on \((1, M + 1]\);
- \( \psi(q) \in (0, 1] \) if and only if \( q > q_{KL} \). Furthermore, \( \psi(q) = 1 \) only when \( q = M + 1 \).

The detailed study of the plateaus of \( \psi \), i.e., the largest intervals for which \( \psi \) is constant, can be found in [1]. For the bifurcation set of \( \psi \), which is the set of points where \( \psi \) vibrates, we refer to [5].

For \( x > 0 \) let \( \Phi_x(q) = x_1(q)x_2(q)\ldots \) be the quasi-greedy \( q \)-expansion of \( x \) (see Section 2 for its definition). Now we define the symbolic set of univoque bases by
\[\mathcal{U}(x) := \{\Phi_x(q) : q \in \mathcal{U}(x)\}.
\]
Figure 1. The graph of $\psi : q \mapsto \dim H U_q$ with $M = 1$. $\psi(q)$ is positive if and only if $q > q_{KL} \approx 1.78723$, and $\psi(q) = 1$ if and only if $q = 2$.

Observe that for each $q \in \mathcal{U}(x)$ the sequence $\Phi_x(q) \in \mathcal{U}(x)$ is the unique $q$-expansion of $x$. So, the map $q \mapsto \Phi_x(q)$ is bijective from $\mathcal{U}(x)$ to $\mathcal{U}(x)$. We will show in Proposition 3.1 that the map $q \mapsto \Phi_x(q)$ is locally bi-Hölder continuous on $\mathcal{U}(x)$.

Observe that $\mathcal{U}(x) = \Phi_x(\mathcal{U}(x))$ is the symbolic vertical slice of the two dimensional univoque set $\mathcal{U}$. Comparing with Proposition 1.2 our second main result gives the Hausdorff dimension of $\mathcal{U}(x)$, and shows that the dimensional function $x \mapsto \dim H \mathcal{U}(x)$ is a non-increasing Devil’s staircase (see Figure 2).

**Theorem 1.3.** For any $x > 0$ the Hausdorff dimension of $\mathcal{U}(x)$ is given by

$$\dim H \mathcal{U}(x) = \dim H \mathcal{U}_{q_x},$$

where $q_x$ is defined in (1.3). Consequently, the dimensional function $\phi : x \mapsto \dim H \mathcal{U}(x)$ is a non-increasing Devil’s staircase on $(0, \infty)$. In particular,

(i) $\phi$ is non-increasing and continuous on $(0, \infty)$;

(ii) $\phi$ is locally constant almost everywhere;

(iii) $\phi(x) \in (0, 1]$ if and only if $x < \frac{M}{q_{KL}-1}$. Furthermore, $\phi(x) = 1$ if and only if $x \leq 1$.

Recall from [8] that the generalized golden ratio is defined by

$$q_G = q_G(M) := \begin{cases} 
  k + 1 & \text{if } M = 2k; \\
  k + 1 + \sqrt{k^2 + 6k + 5} & \text{if } M = 2k + 1.
\end{cases}$$

Note that $q_{KL} = q_{KL}(M)$ is the smallest element of $\mathcal{U} = \mathcal{U}(1)$ and $1 < q_G < q_{KL} < M + 1$. The following result on the critical values of $\mathcal{U}_q = \pi_q(\mathcal{U}_q)$ was first proven by Glendinning.
Figure 2. The graph of $\phi : x \mapsto \dim_H U(x)$ with $M = 1$. $\phi(x)$ is positive if and only if $x < x_{KL} \approx 1.27028$, and $\phi(x) = 1$ if and only if $x \leq 1$.

and Sidorov [20] for $M = 1$ and then proven in [29] for all $M \geq 2$. Furthermore, the Hausdorff dimension of $U_q$ was given in [23]. For a set $A$ we denote by $|A|$ its cardinality.

Proposition 1.4 ([20, 29, 23]). For any $q \in (1, M + 1]$ the Hausdorff dimension of $U_q$ is given by

$$\dim_H U_q = \frac{\dim_H U_q}{\log q}.$$ 

Furthermore, we have the following properties.

- If $q \in (1, q_G]$, then $U_q = \{0, \frac{M}{q - 1}\}$;
- If $q \in (q_G, q_{KL})$, then $|U_q| = \aleph_0$;
- If $q = q_{KL}$, then $|U_q| = 2^{\aleph_0}$ and $\dim_H U_q = 0$;
- If $q \in (q_{KL}, M + 1]$, then $\dim_H U_q \in (0, 1]$. Furthermore, $\dim_H U_q = 1$ if and only if $q = M + 1$.

Here in Proposition 1.4 and throughout the paper we keep using base $M + 1$ logarithms. By Theorem 1.3 and Proposition 1.4 we are able to determine the critical values of $U(x)$ for $x > 0$ and $M \geq 1$. Set

$$x_G := \frac{M}{q_G - 1} \quad \text{and} \quad x_{KL} := \frac{M}{q_{KL} - 1}.$$ 

Since $1 < q_G < q_{KL} < M + 1$, it follows that $1 < x_{KL} < x_G$. Furthermore, by (1.3) it follows that $q_{x_G} = q_G$ and $q_{x_{KL}} = q_{KL}$.

Theorem 1.5. Let $M \geq 1$. The set $U(x)$ has zero Lebesgue measure for any $x > 0$. Furthermore,
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(i) if \( x \in (0, 1] \), then \( \dim H \mathcal{U}(x) = 1 \);
(ii) if \( x \in (1, x_{KL}) \), then \( 0 < \dim H \mathcal{U}(x) < 1 \);
(iii) if \( x \in [x_{KL}, x_G) \), then \( |\mathcal{U}(x)| = \aleph_0 \);
(iv) if \( x \geq x_G \), then \( \mathcal{U}(x) = \{q_x\} \).

Remark 1.6.

• Theorem 1.5 (i) was first established in [31] for \( M = 1 \).
• In Lemma 4.5 we present a stronger result than Theorem 1.5 (ii): for \( x \in (1, x_{KL}) \) we have
  \[
  0 < \dim H \mathcal{U}_q \leq \dim H \mathcal{U}(x) \leq \max_{q \in \mathcal{U}(x)} \dim H \mathcal{U}_q < 1.
  \]
• In contrast with Proposition 1.4 for the univoque set \( \mathcal{U}_q \), Theorem 1.5 shows that there is no \( x > 0 \) such that the set \( \mathcal{U}(x) \) is uncountable but has zero Hausdorff dimension.

Recall that \( \mathcal{U} = \mathcal{U}(1) \) has no isolated points and its closure \( \overline{\mathcal{U}} \) is a Cantor set. Then it is natural to ask whether this is true for \( \mathcal{U}(x) \)? Our forth main result shows that typically this is not the case. Let

\[
X_{iso} := \{x \in (0, \infty) : \mathcal{U}(x) \text{ contains isolated points} \}.
\]

We show that for \( M = 1 \) the set \( X_{iso} \) is dense in \((0, \infty)\).

Theorem 1.7. Let \( M \geq 1 \). The set \( X_{iso} \) is dense in \([0, 1]\). If \( M = 1 \), the set \( X_{iso} \) is dense in \((0, \infty)\).

Remark 1.8.

• For \( M \geq 1 \) we show in Lemma 5.2 a slightly stronger property: for any \( x \in [0, 1] \) any neighborhood of \( x \) in \( X_{iso} \) contains an interval.
• For \( M = 1 \) we show in Proposition 5.3 that \( X_{iso} \supset (1, \infty) \). This means for any \( x > 1 \) the set \( \mathcal{U}(x) \) contains isolated points.

The rest of the paper is arranged in the following way. In the next section we introduce the greedy and quasi-greedy expansions, and present some useful properties of unique expansions. In Section 3 we investigate the local dimension of \( \mathcal{U}(x) \) and prove Theorem 1.1. Based on this we are able to calculate in Section 4 the Hausdorff dimension of the symbolic set \( U(x) \) and prove the irregularity of the dimensional function \( x \mapsto \dim H U(x) \) (see Theorem 1.3). Furthermore, we determine the critical values of \( \mathcal{U}(x) \) such that when \( x \) crosses the first critical value the Hausdorff dimension of \( \mathcal{U}(x) \) vanishes, and when \( x \) crosses the second critical value the set \( \mathcal{U}(x) \) degenerates to a singleton (see Theorem 1.5). The proof of Theorem 1.7 is presented in Section 5. Although the set \( \mathcal{U}(1) \) has no isolated points, we show that typically \( \mathcal{U}(x) \) contains isolated points. In the final section we pose some remarks and questions on \( \mathcal{U}(x) \).
2. Preliminaries

In this section we recall some well-known properties from unique non-integer base expansions. First we need some terminology from symbolic dynamics (cf. [30]). Let \( \{0, 1, \ldots, M\}^\mathbb{N} \) be the set of infinite sequences with digits from the alphabet \( \{0, 1, \ldots, M\} \). Denote by \( \sigma \) the left shift on \( \{0, 1, \ldots, M\}^\mathbb{N} \) such that \( \sigma((c_i)) = (c_{i+1}) \). By a word \( c = c_1 \ldots c_n \) we mean a finite string of digits with each digit \( c_i \) from \( \{0, 1, \ldots, M\} \). Let \( \{0, 1, \ldots, M\}^* \) be the set of all words including the empty word \( \epsilon \). For two words \( c, d \in \{0, 1, \ldots, M\}^* \) we write \( cd \) as a new word which is the concatenation of them. We denote by \( c^\infty = cc \ldots \in \{0, 1, \ldots, M\}^\mathbb{N} \) the periodic sequence which is the infinite concatenation of \( c \) with itself. Throughout the paper we will use the lexicographical ordering “\( <, \leq, >\)” or “\( \succeq \)” between sequences and words in the usual way. For example, for two sequences \((c_i), (d_i) \in \{0, 1, \ldots, M\}^\mathbb{N}\) we write \((c_i) \prec (d_i)\) if \(c_1 < d_1\), or there exists \(n > 1\) such that \(c_1 \ldots c_{n-1} = d_1 \ldots d_{n-1}\) and \(c_n < d_n\). Furthermore, for two words \(c, d\) we say \(c \prec d\) if \(c0^\infty \prec d0^\infty\). For a sequence \((c_i)\) we denote its reflection by \(\overline{(c_i)} = (M - c_1)(M - c_2) \ldots \in \{0, 1, \ldots, M\}^\mathbb{N}\). Similarly, for a word \(c = c_1 \ldots c_n\) we denote its reflection by \(\overline{c} := (M - c_1) \ldots (M - c_n)\). If \(c_n < M\), we write \(c^+ := c_1 \ldots c_{n-1}(c_n + 1)\); and if \(c_n > 0\), we write \(c^- := c_1 \ldots c_{n-1}(c_n - 1)\). So, \(\overline{c}, c^+\) and \(c^-\) are all words with each digit in \(\{0, 1, \ldots, M\}\).

2.1. Quasi-greedy and greedy expansions. Let \(M \geq 1\) and \(x > 0\). Recall from (1.3) that \(q_x = \min\{1 + M, 1 + M/x\} = \max\mathcal{U}(x)\). For \(q \in (1, q_x]\) let

\[
\Phi_x(q) = x_1(q)x_2(q) \ldots \in \{0, 1, \ldots, M\}^\mathbb{N}
\]

be the quasi-greedy \(q\)-expansion of \(x\), which is the lexicographically largest \(q\)-expansion of \(x\) not ending with \(0^\infty\). In other words, \(\Phi_x(q) = (x_i(q))\) is the \(q\)-expansion of \(x\) satisfying

\[
\sum_{i=1}^n \frac{x_i(q)}{q^i} < x \quad \text{for all } n \geq 1.
\]

In particular, for \(x = 1\) and \(q \in (1, q_1] = (1, M + 1]\) we reserve the notation \(\alpha(q) = (\alpha_i(q)) = \Phi_1(q)\) for the quasi-greedy \(q\)-expansion of 1.

Similarly, for \(q \in (1, q_x]\) let

\[
\Psi_x(q) = \tilde{x}_1(q)\tilde{x}_2(q) \ldots \in \{0, 1, \ldots, M\}^\mathbb{N}
\]

be the greedy \(q\)-expansion of \(x\), which is the lexicographically largest \(q\)-expansion of \(x\). Then \(\Psi_x(q) = (\tilde{x}_i(q))\) is the \(q\)-expansion of \(x\) satisfying

\[
\sum_{i=1}^n \frac{\tilde{x}_i(q)}{q^i} + \frac{1}{q^n} > x \quad \text{whenever } \tilde{x}_n(q) < M.
\]

If \(x\) has a unique \(q\)-expansion, i.e., \(q \in \mathcal{U}(x)\), then \(\Phi_x(q) = \Psi_x(q)\).

The following lemma for the quasi-greedy expansion \(\Phi_x(q)\) and greedy expansion \(\Psi_x(q)\) was essentially proven in [13].
Lemma 2.1.

(i) Let \( x > 0 \). Then the map \( q \mapsto \Phi_x(q) \) is left continuous and strictly increasing in \((1, q_x]\). Moreover, the sequence \( \Phi_x(q) = (x_i(q)) \) satisfies
\[
x_{n+1}(q)x_{n+2}(q)\cdots \prec \alpha(q) \quad \text{whenever} \quad x_n(q) < M.
\]
(ii) For \( x > 0 \) the map \( q \mapsto \Psi_x(q) \) is right continuous and strictly increasing in \((1, q_x]\).
Moreover, the sequence \( \Psi_x(q) = (\tilde{x}_i(q)) \) satisfies
\[
\tilde{x}_{n+1}(q)\tilde{x}_{n+2}(q)\cdots \prec \alpha(q) \quad \text{whenever} \quad \tilde{x}_n(q) < M.
\]

Proof. The monotonicity statements in (i) and (ii) are obvious by the definitions of \( \Phi_x \) and \( \Psi_x \) respectively. The continuity statements follow from [13, Lemmas 2.3 and 2.5]. Finally, the lexicographical characterizations of \( \Phi_x(q) \) and \( \Psi_x(q) \) can be found in [7]. \( \square \)

Remark 2.2. Taking \( x = 1 \) in Lemma 2.1 (i) it follows that the map \( q \mapsto \Phi_1(q) = \alpha(q) \) is left-continuous and strictly increasing in \((1, M+1]\). In particular, the quasi-greedy expansion \( \alpha(q) = (\alpha_i(q)) \) satisfies \( \alpha_{n+1}(q)\alpha_{n+2}(q)\cdots \prec \alpha(q) \) whenever \( \alpha_n(q) < M \). Indeed, one can verify (see also [15, Proposition 2.3]) that the map \( q \mapsto \alpha(q) \) is bijective from \((1, M+1]\) to the set of sequences \( (a_i) \in \{0, 1, \ldots, M\}^N \) not ending with \( 0^\infty \) and satisfying
\[
a_{n+1}a_{n+2}\ldots \prec a_1a_2\ldots \quad \text{for all} \quad n \geq 0.
\]

2.2. Unique expansions. For \( q \in (1, M+1] \) we recall the symbolic univoque set
\[
U_q = \left\{ (d_i) \in \{0, 1, \ldots, M\}^N : \pi_q((d_i)) \in U_q \right\},
\]
where \( \pi_q \) is the projection map define in (1.1). Then each sequence \((d_i) \in U_q \) is the unique \( q \)-expansion of \( \pi_q((d_i)) \). So \( \pi_q \) is a bijective map from \( U_q \) to \( U_q \). The following lexicographical characterization of \( U_q \) is given by Erdős et al. [16] (see also [12]).

Lemma 2.3. Let \( q \in (1, M+1] \). Then \( U_q \) consists of all sequences \((d_i) \in \{0, 1, \ldots, M\}^N \) satisfying
\[
\begin{cases} 
  d_{n+1}d_{n+2}\ldots \prec \alpha(q) & \text{if} \quad d_n < M, \\
  \overline{d_{n+1}d_{n+2}}\ldots \prec \alpha(q) & \text{if} \quad d_n > 0.
\end{cases}
\]

Observe that for any \( x > 0 \) and \( q \in (1, M+1] \) we have \( q \in \mathcal{W}(x) \) if and only if \( \Phi_x(q) \in U_q \).

Recall that \( \mathcal{W} = \mathcal{W}(1) \) is the set of bases for which 1 has a unique expansion. Komornik and Loreti [26] showed that its topological closure \( \overline{\mathcal{W}} \) is a Cantor set as described in (1.2).

Motivated by the work of de Vries and Komornik [12] we introduce the bifurcation set \( \mathcal{V} \) of the set-valued map \( q \mapsto U_q \) defined by
\[
(2.1) \quad \mathcal{V} := \{ q \in (1, M+1] : U_r \neq U_q \ \forall r > q \}.
\]

They showed in [12] that \( \overline{\mathcal{W}} \subset \mathcal{V} \), and \( \mathcal{V} \setminus \overline{\mathcal{W}} \) is countably infinite.

The following intimate connection between \( U_q \), \( \overline{\mathcal{W}} \) and \( \mathcal{V} \) was established by de Vries and Komornik [12] (see also [15]).
Lemma 2.4. Let $M \geq 1$. The following statements hold true.

(i) The set-valued map $q \mapsto U_q$ is non-decreasing with respect to the set-inclusion. Furthermore, for any connected component $(q_0, q_0^*)$ of $(1, M + 1) \setminus \mathcal{V}$ and for any $p, q \in (q_0, q_0^*)$ the difference between $U_p$ and $U_q$ is at most countable.

(ii) For each connected component $(q_L, q_R)$ of $(1, M + 1) \setminus \mathcal{V}$ the set-valued map $q \mapsto U_q$ is constant in $(q_L, q_R]$.

3. Local dimension of $\mathcal{V}(x)$

In this section we will investigate the local dimension of $\mathcal{V}(x)$ by showing that the map $\Phi_x$ is locally bi-Hölder continuous from $\mathcal{V}(x)$ onto $U(x)$. This provides a good estimation for the local dimension of $\mathcal{V}(x)$ via its symbolic set $U(x)$. Based on this estimation we are able to prove the ‘variation principle’ as described in Theorem 1.1.

Recall that the symbolic set $U(x) = \{\Phi_x(q) : q \in \mathcal{V}(x)\}$ and the metric $\rho$ is defined in (1.4). First we show that the map $\Phi_x : \mathcal{V}(x) \mapsto U(x)$ is locally bi-Hölder continuous.

Proposition 3.1. Let $x > 0$ and $1 < a < b < M + 1$. Then for any $p_1, p_2 \in \mathcal{V}(x) \cap (a, b)$,

$$C_1|p_1 - p_2|^{\frac{1}{\log a}} \leq \rho(\Phi_x(p_1), \Phi_x(p_2)) \leq C_2|p_1 - p_2|^{\frac{1}{\log a}},$$

where $C_1, C_2$ are constants independent of $p_1$ and $p_2$.

Proof of Proposition 3.1. Take $p_1, p_2 \in \mathcal{V}(x) \cap (a, b)$ with $p_1 < p_2$. By Lemma 2.1 (i) we have $(x_i(p_1)) = \Phi_x(p_1) < \Phi_x(p_2) = (x_i(p_2))$. Then there exists an integer $n \geq 1$ such that

$$x_1(p_1) \cdots x_{n-1}(p_1) = x_1(p_2) \cdots x_{n-1}(p_2) \quad \text{and} \quad x_n(p_1) < x_n(p_2).$$

Note that

$$\sum_{i=1}^{n-1} \frac{x_i(p_1)}{p_1^i} < \sum_{i=1}^{\infty} \frac{x_i(p_1)}{p_1^i} = x = \sum_{i=1}^{\infty} \frac{x_i(p_2)}{p_2^i} \leq \sum_{i=1}^{n-1} \frac{x_i(p_2)}{p_2^i} + \frac{M}{p_2^{n-1}(p_2 - 1)}.$$

Then by (3.2) it follows that

$$x(p_2 - p_1) < \sum_{i=1}^{n-1} \frac{x_i(p_2)}{p_2^{i-1}} - \sum_{i=1}^{n-1} \frac{x_i(p_1)}{p_1^{i-1}} + \frac{M}{p_2^{n-2}(p_2 - 1)} \leq \frac{M}{p_2^{n-2}(p_2 - 1)},$$

which implies

$$p_2 - p_1 < \frac{M}{p_2^{n-2}(p_2 - 1)x}.$$ 

Therefore, by (3.2) and (3.3) it follows that

$$\rho(\Phi_x(p_1), \Phi_x(p_2))^{\log a} = (M + 1)^{-n \log a} = \frac{1}{a^n} > \frac{1}{p_2^n} > \frac{(p_2 - 1)x}{M p_2^n} |p_2 - p_1| \geq \frac{(a - 1)x}{M b^2} |p_2 - p_1|, $$

This proves the first inequality of (3.1) by taking $C_1 := (\frac{(a - 1)x}{M b^2})^{1/\log a}$. 

For the second inequality of (3.1) we note that $b < M + 1$. So, $\alpha(b) < \alpha(M + 1) = M^\infty$ by Lemma 2.1 (i). Then there exists $i_0 \geq 1$ such that

$$\alpha_1(b) \cdots \alpha_{i_0}(b) < M^{i_0}. \tag{3.4}$$

Since $p_2 \in \mathcal{U}(x)$, we have $\Phi_x(p_2) \in U_{p_2}$. Then by (3.2), (3.4) and Lemma 2.3 it follows that

$$\sum_{i=1}^{n} \frac{x_i(p_2)}{p_1^i} \geq \sum_{i=1}^{\infty} \frac{x_i(p_1)}{p_1^i} = x = \sum_{i=1}^{\infty} \frac{x_i(p_2)}{p_2^i} > \sum_{i=1}^{n} \frac{x_i(p_2)}{p_2^i} + \frac{1}{p_2^{n+i_0}}. \tag{3.5}$$

This implies

$$\frac{1}{p_2^{n+i_0}} < \sum_{i=1}^{n} \left( \frac{x_i(p_2)}{p_1^i} - \frac{x_i(p_2)}{p_2^i} \right) \leq \sum_{i=1}^{\infty} \left( \frac{M}{p_1^i} - \frac{M}{p_2^i} \right) = \frac{M |p_2 - p_1|}{(p_1 - 1)(p_2 - 1)}. \tag{3.6}$$

Hence, by (3.2) and (3.5) it follows that

$$\rho(\Phi_x(p_1), \Phi_x(p_2))^\log b = (M + 1)^{-n \log b} = \frac{1}{b^n} < \frac{1}{p_2^n} \cdot$$

$$< \frac{M p_2^{i_0}}{(p_1 - 1)(p_2 - 1)} |p_2 - p_1| \leq \frac{M b^{i_0}}{(a - 1)^2} |p_1 - p_2|,$$

This establishes the second inequality in (3.1) by taking $C_2 := (\frac{M b^{i_0}}{(a - 1)^2})^{1/\log b}$. \qed

The following lemma for the Hausdorff dimension under Hölder continuous maps is well-known (cf. [19]).

**Lemma 3.2.** Let $(X, d_1)$ and $(Y, d_2)$ be two metric spaces, and let $f : X \to Y$. If there exist positive constants $\delta, C$ and $\lambda$ such that

$$d_2(f(x), f(y)) \leq C d_1(x, y)^\lambda$$

for any $x, y \in X$ with $d_1(x, y) \leq \delta$, then $\dim_H f(X) \leq \frac{1}{\lambda} \dim_H X$.

By Proposition 3.1 and Lemma 3.2 we have the following estimation for the local dimension of $\mathcal{U}(x)$, which states that the local dimension of $\mathcal{U}(x)$ at any point $q \in (1, M + 1)$ can be roughly estimated by the local dimension of the symbolic set $U(x)$ at $\Phi_x(q)$.

**Proposition 3.3.** Let $x > 0$ and $1 < a < b < M + 1$. Then

$$\frac{\dim_H \Phi_x(\mathcal{U}(x) \cap (a, b))}{\log b} \leq \dim_H (\mathcal{U}(x) \cap (a, b)) \leq \frac{\dim_H \Phi_x(\mathcal{U}(x) \cap (a, b))}{\log a}.$$

*Proof.* Excluding the trivial case we assume that $\mathcal{U}(x) \cap (a, b)$ contains infinitely many elements. Note that the map

$$\Phi_x : \mathcal{U}(x) \cap (a, b) \longrightarrow \Phi_x(\mathcal{U}(x) \cap (a, b)); \quad p \mapsto \Phi_x(p)$$

is bijective. Then its inverse map $\Phi_x^{-1}$ is well-defined. Hence, the proposition follows by Proposition 3.1 and Lemma 3.2. \qed

To prove Theorem 1.1 we still need the following lemma.
Lemma 3.4. Fix \( q \in (1, M + 1) \). There exist constants \( C_1, C_2 > 0 \) such that for any \( \mathbf{c} = (c_i), \mathbf{d} = (d_i) \in U_q \) we have

\[
(3.6) \quad C_1 \cdot \rho(\mathbf{c}, \mathbf{d})^{\log q} \leq |\pi_q(\mathbf{c}) - \pi_q(\mathbf{d})| \leq C_2 \cdot \rho(\mathbf{c}, \mathbf{d})^{\log q}.
\]

Proof. Define a metric \( \rho_q \) on \( U_q \) by

\[
\rho_q(\mathbf{c}, \mathbf{d}) = q^{-\inf\{i \geq 1 : c_i \neq d_i\}}
\]

for any \( \mathbf{c}, \mathbf{d} \in U_q \). Then the map \( \pi_q : (U_q, \rho_q) \to (U_q, |\cdot|) \) is bi-Lipschitz (cf. [4, Lemma 2.2]). Note that \( \rho_q(\mathbf{c}, \mathbf{d}) = \rho(\mathbf{c}, \mathbf{d})^{\log q} \). Then (3.6) follows by Lemma 3.2. \( \square \)

Proof of Theorem 1.1. Let \( x > 0 \) and \( q \in (1, q_x] \setminus W \). Note by (2.1) that \( W \subseteq \mathcal{V} \) and the difference \( \mathcal{V} \setminus W \) is countable. Then there exists a \( \delta > 0 \) such that \( q - \delta > 1 \) and \( (q - \delta, q) \cap \mathcal{V} = \emptyset \). So, by Lemma 2.1 (i) and Lemma 2.4 it follows that each \( p \in W(x) \cap (q - \delta, q) \) determines a unique \( y = \pi_q(\Phi_x(p)) \in U_q \cap (x - \eta, x) \) for some \( \eta > 0 \) depending on \( \delta \). This defines a bijection

\[
\phi : W(x) \cap (q - \delta, q) \to U_q \cap (x - \eta, x); \quad p \mapsto \pi_q(\Phi_x(p)).
\]

If the set \( W(x) \cap (q - \delta, q) \) is empty, then so is \( U_q \cap (x - \eta, x) \). In this case, it is trivial that

\[
(3.7) \quad \lim_{\delta \to 0} \dim_H(W(x) \cap (q - \delta, q)) = \lim_{\eta \to 0} \dim_H(U_q \cap (x - \eta, x)),
\]

and the limit is equal to zero. In the following we assume \( W(x) \cap (q - \delta, q) \neq \emptyset \). Then we claim that \( \phi \) is nearly bi-Lipschitz.

Let \( p_1, p_2 \in W(x) \cap (q - \delta, q) \). Then by (3.1) and (3.6) it follows that there exist constants \( D_1, D_2 > 0 \) such that

\[
D_1|p_1 - p_2|^{\log q} \leq |\phi(p_1) - \phi(p_2)| \leq D_2|p_1 - p_2|.
\]

By Lemma 3.2 this implies

\[
\dim_H(U_q \cap (x - \eta, x)) \leq \dim_H(W(x) \cap (q - \delta, q)) \leq \frac{\log q}{\log(q - \delta)} \dim_H(U_q \cap (x - \eta, x)).
\]

Letting \( \delta \to 0 \), which implies \( \eta \to 0 \), we then establish (3.7) for any \( x > 0 \) and \( q \in (1, q_x] \setminus W \).

On the other hand, note that \( q \in (1, q_x] \setminus W \). If \( q = q_x \notin W \), then \( q_x = 1 + M/x < M + 1 \). So, \( \Psi_x(q_x) = M \infty \), and thus \( x \) is the largest element of \( U_{q_x} \). Note that \( q_x = \max W(x) \). Then it is clear that

\[
(3.8) \quad W(x) \cap (q_x, q_x + \delta) = U_{q_x} \cap (x, x + \zeta) = \emptyset \quad \text{for any } \delta, \zeta > 0.
\]

In the following we assume \( q \in (1, q_x) \setminus W \). Choose \( \delta > 0 \) such that \( q + \delta < q_x \) and \( (q, q + \delta) \cap \overline{W} = \emptyset \). Let

\[
\Gamma_{x,q,\delta} := \{ r \in W(x) \cap (q, q + \delta) : \Psi_x(r) \in U_q \}.
\]

By Lemma 2.1 (ii) and Lemma 2.4 (i) it follows that the difference between \( \Gamma_{x,q,\delta} \) and \( W(x) \cap (q, q + \delta) \) is at most countable. So they have the same Hausdorff dimension. Observe that
each \( r \in \Gamma_{x,q,\delta} \) determines a unique \( z = \pi_q(\Psi_x(r)) \in U_q \cap (x, x + \zeta) \) for some \( \zeta > 0 \) depending on \( \delta \). This defines a bijection

\[
\psi : \Gamma_{x,q,\delta} \rightarrow U_q \cap (x, x + \zeta); \quad r \mapsto \pi_q(\Psi_x(r)).
\]

Hence, by (3.1) and (3.6) we can prove that \( \psi \) is nearly bi-Lipschitz, and then by the same argument as in the proof of (3.7) we conclude that

\[
\lim_{\delta \to 0} \dim_H(U(x) \cap (q, q + \delta)) = \lim_{\delta \to 0} \dim_H \Gamma_{x,q,\delta} = \lim_{\zeta \to 0} \dim_H(U_q \cap (x, x + \zeta)).
\]

This, together with (3.7) and (3.8), completes the proof. \( \square \)

4. Hausdorff Dimension and Critical Values of \( U(x) \)

Given \( x > 0 \), recall that the symbolic set \( U(x) = \{ \Phi_x(q) : q \in \mathcal{U}(x) \} \) consists of all unique expansions of \( x \) with bases in \( \mathcal{U}(x) \). Clearly, \( \Phi_x \) is a bijective map from \( \mathcal{U}(x) \) to \( U(x) \). Instead of looking at the set \( \mathcal{U}(x) \) directly we focus on the symbolic set \( U(x) \). In this section we will investigate the Hausdorff dimension of \( U(x) \) with respect to the metric \( \rho \) defined in (1.4), and prove Theorem 1.3. Furthermore, by using Theorem 1.3 and Proposition 1.4 we determine the critical values of \( \mathcal{U}(x) \), and then prove Theorem 1.5.

4.1. Hausdorff Dimension of \( U(x) \). Our first result states that the set-valued map \( x \mapsto U(x) \) is non-increasing on \( (1, \infty) \) with respect to the set inclusion.

Lemma 4.1. The set-valued map \( x \mapsto U(x) \) is non-increasing on \( (1, \infty) \).

Proof. Let \( x \in (1, \infty) \) and \( (d_i) \in U(x) \). Then there exists a unique base \( q \in \mathcal{U}(x) \subseteq (1, M+1) \) such that

\[
(4.1) \quad (d_i) = \Phi_x(q) \in U_q.
\]

Take \( y \in (1, x) \). Then the equation

\[
(4.2) \quad y = \sum_{i=1}^{\infty} \frac{d_i}{\beta^i}
\]

determines a unique base \( \beta \in (q, M+1) \). Observe by Lemma 2.4 (i) that the set-valued map \( q \mapsto U_q \) is non-decreasing. Then by (4.1) it follows that \( (d_i) \in U_q \subseteq U_\beta \). In view of (4.2) this implies that

\[
\Phi_y(\beta) = (d_i) \in U_\beta.
\]

So, \( (d_i) \in U(y) \), and thus \( U(x) \subseteq U(y) \). This completes the proof. \( \square \)

Now we turn to the Hausdorff dimension of \( U(x) \). This is based on the following lemma.
Lemma 4.2. Given \( x \in (0,1) \), let \((\varepsilon_i) = \Phi_x(M+1)\) be the quasi-greedy expansion of \( x \) in base \( M+1 \). Then there exist a word \( w \), a positive integer \( n \) and a strictly increasing sequence \((N_j) \subset \mathbb{N}\) such that
\[
U_{N_j}(x) \subset U(x) \quad \text{for all } j \geq 1,
\]
where
\[
U_{N_j}(x) := \left\{ \varepsilon_1 \ldots \varepsilon_{N_j+1} w d_1 d_2 \ldots : d_{n+1} \ldots d_{n+N_j} \notin \{0^{N_j}, M^{N_j}\} \forall n \geq 0 \right\}.
\]

Proof. The proof of this lemma is similar to [31, Section 4]. Let \((\varepsilon_i) \in \{0,1,\ldots,M\}^\mathbb{N}\) be the quasi-greedy expansion of \( x \) in base \( M+1 \). We distinguish two cases.

(I). (\(\varepsilon_i\) ends with \( M^\infty \)). Then we can write
\[
(4.3) \quad (\varepsilon_i) = \varepsilon_1 \ldots \varepsilon_m M^\infty \quad \text{for some } m \geq 1 \text{ with } \varepsilon_m < M.
\]
Let \( w = \varepsilon \) be the empty word, \( N = m \) and \( N_j = m + j \) for \( j \geq 1 \). Take a sequence \((y_i) \in U_{N_j}(x)\). Then it can be written as
\[
(4.4) \quad (y_i) = \varepsilon_1 \ldots \varepsilon_{N+N_j} d_1 d_2 \ldots = \varepsilon_1 \ldots \varepsilon_m M^{N_j} d_1 d_2 \ldots,
\]
where \((d_i) \in \{0,1,\ldots,M\}^\mathbb{N}\) contains neither \( N_j \) consecutive 0’s nor \( N_j \) consecutive \( M \)'s. Let \( q_j \) be the unique root in \((1,M+1)\) of the equation
\[
x = \sum_{i=1}^{\infty} \frac{y_i}{q_j^i}.
\]
Here we emphasize that \( q_j < M+1 \) because \( \sum_{i=1}^{\infty} y_i/(M+1)^i < x \). We claim that \((y_i)\) is the unique \( q_j\)-expansion of \( x \).

Observe that the tail sequence
\[
y_{m+1} y_{m+2} \ldots = M^{N_j} d_1 d_2 \ldots =: (\delta_i)
\]
satisfies \( \sigma^n((\delta_i)) \preceq (\delta_i) \) for all \( n \geq 0 \). Then by Remark 2.2 it follows that \((\delta_i)\) is the quasi-greedy expansion of 1 for some base \( q \in (1,M+1) \), i.e., \( \alpha(q) = (\delta_i) \). By (4.4) and Lemma 2.3 it suffices to prove that \( \alpha(q_j) > \alpha(q) = (\delta_i) \). In other words, it suffices to prove
\[
(4.5) \quad \sum_{i=1}^{\infty} \frac{\delta_i}{q_j^i} < 1.
\]
This follows from the following calculation: By (4.3) and (4.4) we obtain
\[
\sum_{i=1}^{m} \varepsilon_i (M+1)^i + \frac{1}{(M+1)^m} = \sum_{i=1}^{\infty} \varepsilon_i (M+1)^i = x = \sum_{i=1}^{\infty} \frac{y_i}{q_j^i} = \sum_{i=1}^{m} \frac{\varepsilon_i}{q_j^i} + \frac{1}{q_j^m} \sum_{i=1}^{\infty} \frac{\delta_i}{q_j^i},
\]
which gives
\[
\sum_{i=1}^{\infty} \frac{\delta_i}{q_j^i} = q_j^m \left( \frac{1}{(M+1)^m} + \sum_{i=1}^{m} \frac{\varepsilon_i}{(M+1)^i} - \varepsilon_i \frac{1}{q_j^i} \right) \leq \frac{q_j^m}{(M+1)^m} < 1,
\]
where the inequalities follow by \( q_j < M+1 \). This proves (4.5).
Therefore, by Lemma 2.3 it follows that \((y_i)\) is the unique \(q_j\)-expansion of \(x\), i.e., \((y_i) \in U(x)\). Hence, \(U_{N_j}(x) \subset U(x)\).

**(II). \((\varepsilon_i)\) does not end with \(M^\infty\).** Since \((\varepsilon_i)\) is the quasi-greedy expansion of \(x\) in base \(M+1\), \((\varepsilon_i)\) does not end with \(0^\infty\). Then there exists an integer \(N \geq 3\) such that \(\varepsilon_{N-2} > 0\). Choose \(N_1 > N\) such that \(\varepsilon_{N+N_1} > 0\) and

\[
|\{1 \leq i \leq N_1 : \varepsilon_i > 0\}| \geq N + 1, \quad |\{1 \leq i \leq N_1 : \varepsilon_i < M\}| \geq N + 1.
\]

In fact, we can choose a strictly increasing sequence \((N_j)\) such that \(\varepsilon_{N+N_j} > 0\) for any \(j \geq 1\). Set \(w = 0M\). Fix \(j \geq 1\), and take a sequence

\[
(y_i) = \varepsilon_1 \ldots \varepsilon_{N+N_j} 0Md_1d_2 \ldots \in U_{N_j}(x),
\]

where the tail sequence \((d_i)\) contains neither \(N_j\) consecutive 0’s nor \(N_j\) consecutive \(M\)’s. It follows from (4.6) that the initial word \(\varepsilon_1 \ldots \varepsilon_{N+N_j}\) contains neither \(N_j\) consecutive 0’s nor \(N_j\) consecutive \(M\)’s. Hence, by (4.7) it gives that \((y_i)\) contains neither \((N_j + 1)\) consecutive 0’s nor \((N_j + 1)\) consecutive \(M\)’s. Note that the equation

\[
x = \pi_{q_j}(y_i) = \sum_{i=1}^{\infty} \frac{y_i}{q_j^i}
\]
determines a unique \(q_j \in (1, M+1)\). Here we emphasize that \(q_j < M + 1\), since \(\varepsilon_{N+N_j} > 0 = y_{N+N_j}N_j + 1\) which implies that \(\sum_{i=1}^{\infty} y_i/(M + 1)^i < x\). Then by Lemma 2.3, to show that \((y_i)\) is the unique \(q_j\)-expansion of \(x\) it suffices to show that \(\alpha(q_j) > M^{N_j+1}0^\infty\), or equivalently, to prove

\[
\sum_{i=1}^{N_j+1} \frac{M}{q_j^i} < 1.
\]

Observe by (4.7) that

\[
\sum_{i=1}^{N_j+1} \frac{\varepsilon_i}{q_j^i} < \sum_{i=1}^{\infty} \frac{y_i}{q_j^i} = x = \sum_{i=1}^{\infty} \frac{\varepsilon_i}{(M + 1)^i} < \sum_{i=1}^{N_j+1} \frac{\varepsilon_i}{(M + 1)^i} + \frac{1}{(M + 1)^{N_j+1}}.
\]

This, combined with \(\varepsilon_{N-2} > 0\) and \(q_j < M + 1\), implies that

\[
\frac{M + 1 - q_j}{q_j(M + 1)^{N_j+1}} = \frac{1}{q_j^{N_j+1}} - \frac{1}{(M + 1)^{N_j+1}} \leq \sum_{i=1}^{N_j+1} \frac{\varepsilon_i}{q_j^i} - \frac{\varepsilon_i}{(M + 1)^i} < \frac{1}{(M + 1)^{N_j+1}}.
\]

Rearranging the above inequality yields

\[
M + 1 - q_j < \frac{q_j}{q_j^{N_j+1}} < \frac{1}{q_j^{N_j+1}},
\]

which gives \(M(1 - q_j^{-N_j-1}) < q_j - 1\). Thus,

\[
\sum_{i=1}^{N_j+1} \frac{M}{q_j^i} = \frac{M(1 - q_j^{-N_j-1})}{q_j - 1} < 1,
\]
Therefore, \((y_i)\) is the unique \(q_j\)-expansion of \(x\), i.e., \((y_i) \in U(x)\). Hence, \(U_{N_j}(x) \subset U(x)\) for all \(j \geq 1\), completing the proof.

\[\square\]

**Proof of Theorem 1.3.** Note by Proposition 1.2 that the function \(q \mapsto \dim H U_q\) is a non-decreasing Devil’s staircase on \((1, M + 1]\). Then by the definition of \(q_x\) it suffices to prove

\[\text{(4.9) } \dim H U(x) = \dim H U_{q_x} \text{ for all } x > 0.\]

First we consider \(x \in (0, 1)\). Let \((\varepsilon_i) = \Phi_x(M + 1)\) be the quasi-greedy expansion of \(x\) in base \(M + 1\). Then by Lemma 4.2 there exist a word \(w\), a positive integer \(N\) and a strictly increasing sequence \((N_j) \subset \mathbb{N}\) such that

\[\text{(4.10) } U_{N_j}(x) = \{\varepsilon_1 \ldots \varepsilon_{N_N} w d_1 d_2 \ldots : (d_i) \in \Lambda_j\} \subset U(x) \text{ for all } j \geq 1,\]

where

\[\Lambda_j := \left\{(d_i) \in \{0, 1, \ldots, M\}^N : d_{n+1} \ldots d_{n+N} \notin \{0^N, M^N\} \ \forall n \geq 0\right\}.\]

By (4.10) it follows that for any \(j \geq 1,\)

\[\text{(4.11) } \dim H U(x) \geq \dim H U_{N_j}(x) = \dim H \Lambda_j = \dim H U_{p_j}\]

where \(p_j \in (1, M + 1]\) satisfies

\[1 = \sum_{i=1}^{N_j} \frac{M}{p_j^i}.\]

Note that the function \(q \mapsto \dim H U_q\) is continuous. Letting \(j \to \infty\) in (4.11), and then \(N_j \to \infty\) which implies \(p_j \to M + 1\), by Proposition 1.2 it follows that

\[\dim H U(x) \geq \dim H U_{M+1} = 1.\]

Note that \(q_x = M + 1\) for all \(x \in (0, 1)\). Hence, \(\dim H U(x) = 1 = \dim H U_{q_x}\) for all \(x \in (0, 1)\). This proves (4.9) for \(x \in (0, 1)\).

Now we prove (4.9) for \(x \geq 1\). Then \(q_x = 1 + M/x\), and the quasi-greedy \(q_x\)-expansion of \(x\) is \(M^\infty\). We claim that for any \(N \in \mathbb{N}\) there exists an integer \(J = J(N) > 0\) such that

\[\text{(4.12) } \Gamma_{N,J} := \{M^J d_1 d_2 \ldots : (d_i) \in U_{q_x,N}\} \subset U(x),\]

where \(U_{q_x,N}\) consists of all sequences \((d_i) \in \{0, 1, \ldots, M\}^N\) satisfying

\[\alpha_1(q_x) \ldots \alpha_N(q_x) < d_{n+1} \ldots d_{n+N} < \alpha_1(q_x) \ldots \alpha_N(q_x) \ \forall n \geq 0.\]

This can be verified by the following observation. Take \(N \in \mathbb{N}\). Since \(\Phi_x(q_x) = M^\infty\), by Lemma 2.1 we can choose \(J\) sufficiently large such that

\[\text{(4.13) } \alpha_1(q_{N,J}) \ldots \alpha_N(q_{N,J}) = \alpha_1(q_x) \ldots \alpha_N(q_x),\]
where \( q_{N,J} \) is defined by the equation \( \sum_{i=1}^{J} M q^{-i} = x \). Note that each sequence \((y_i) \in \Gamma_{N,J}\) determines a unique base \( p \in (1, q_x) \) via the equation
\[
\sum_{i=1}^{\infty} \frac{y_i}{p^i} = x.
\]
Since \( M^J 0^\infty < (y_i) < M^\infty \), we must have \( q_{N,J} < p < q_x \). Then by Lemma 2.1 and (4.13) it follows that \( \alpha_1(p) \ldots \alpha_N(p) = \alpha_1(q_x) \ldots \alpha_N(q_x) \). So by Lemma 2.3 we conclude that each \((y_i) \in \Gamma_{N,J}\) is the unique expansion of \( x \) in some base \( p \in (q_{N,J}, q_x) \). In other words, \( \Gamma_{N,J} \subset U(x) \), proving (4.12).

Therefore, by (4.12) it follows that
\[
\dim_H U(x) \geq \dim_H \Gamma_{N,J} = \dim_H U_{q_x,N} \quad \forall \, N \in \mathbb{N}.
\]
Recall from [3, Theorem 3.1] that \( \lim_{N \to \infty} \dim_H U_{q_x,N} = \dim_H U_{q_x} \). Letting \( N \to \infty \) in (4.14) we conclude that
\[
\dim_H U(x) \geq \dim_H U_{q_x}.
\]
The reverse inequality is obvious since \( U(x) \subset U_{q_x} \) by Lemma 2.4 (i). This proves (4.9) for all \( x \geq 1 \).

4.2. Critical values of \( \mathcal{U}(x) \). Observe by Proposition 3.1 that the map \( \Phi_x : \mathcal{U}(x) \to U(x) \) is bijective and locally bi-Hölder continuous. So, to determine the critical values of \( \mathcal{U}(x) \) is equivalent to determine the critical values of \( U(x) \). We do this by using Theorem 1.3 and Proposition 1.4.

Recall from (1.5) that \( q_G = q_G(M) \in (1, M + 1) \) is the generalized golden ratio. Then \( x_G = M/(q_G - 1) > 1 \). First we show that \( \mathcal{U}(x) \) is a singleton for \( x \geq x_G \).

**Lemma 4.3.** If \( x \geq x_G \), then \( \mathcal{U}(x) = \{ q_x \} \).

**Proof.** Note by Proposition 1.4 (i) that for \( q \leq q_G \) the symbolic univoque set \( U_q = \{ 0^\infty, M^\infty \} \).

Since for \( x \geq x_G \) we have by (1.3) that \( q_x \leq q_G \), so
\[
U(x) \subseteq \{ 0^\infty, M^\infty \} \quad \forall \, x \geq x_G.
\]
If \( 0^\infty \in U(x) \), then \( x = \pi_q(0^\infty) = 0 \), leading to a contradiction with our assumption that \( x \geq x_G > 0 \). So \( U(x) = \{ M^\infty \} \), which implies \( \mathcal{U}(x) = \{ q_x \} \) for all \( x \geq x_G \). \( \square \)

In the following lemma we show that \( x_G \) is indeed a critical value for \( \mathcal{U}(x) \). Recall that \( q_{KL} \in (q_G, M + 1) \) is the Komornik-Loreti constant. Then \( x_{KL} = M/(q_{KL} - 1) \in (1, x_G) \).

**Lemma 4.4.** For any \( x < x_G \) the set \( \mathcal{U}(x) \) contains infinitely many elements. In particular, for \( x \in [x_{KL}, x_G) \) we have \( |\mathcal{U}(x)| = \aleph_0 \).

**Proof.** Let \( x < x_G \). Then \( q_x > q_G \). Note by Theorem 1.3 that \( \dim_H U(x) = \dim_H U_{M+1} = 1 \) for \( x \in (0, 1] \). So it suffices to prove that \( U(x) \) contains infinitely many elements for \( x \in (1, x_G) \). Take \( x \in (1, x_G) \). Then by (1.3) it follows that \( q_x = 1 + M/x \in (q_G, M + 1) \) and the
quasi-greedy expansion $\Phi_x(q_x) = M^\infty$. By Lemma 2.1 (i) it follows that for $k \in \mathbb{N}$ sufficiently large the equation

$$(4.15) \quad \pi_{p_k}(M^k \alpha(q_G)) = x$$

determines a unique base $p_k \in (q_G, q_x)$, and $p_k \nrightarrow q_x$ as $k \to \infty$. So, there exists $K = K(x) \in \mathbb{N}$ such that $p_k \in (q_G, q_x)$ for any $k \geq K$. Take $k \geq K$. Then $\alpha(p_k) \succ \alpha(q_G)$. By Lemma 2.3 it follows that $M^k \alpha(q_G) \in \mathbb{U}_{p_k}$. Therefore, by (4.15) we conclude that

$$M^k \alpha(q_G) \in \mathbb{U}_x \quad \forall k \geq K.$$ 

This implies that $\mathbb{U}(x)$ is an infinite set for any $x < x_G$.

Observe by Lemma 2.4 (i) that $\mathbb{U}(x) \subseteq \mathbb{U}_{q_x}$ for any $x > 0$. Furthermore, $q_x \in (q_G, q_{KL})$ if and only if $x \in (x_{KL}, x_G)$. By using Proposition 1.4 (ii) it follows that $\mathbb{U}(x)$ is at most countable for any $x \in (x_{KL}, x_G)$. If $x = x_{KL}$, then $q_x = q_{KL}$ and $\Phi_x(q_x) = M^\infty$. Observe that

$$\mathbb{U}(x) = \{M^\infty\} \cup \{\Phi_x(p) : p \in \mathbb{U}(x) \cap (1, q_{KL})\}$$

$$= \{M^\infty\} \cup \bigcup_{n=1}^\infty \left\{\Phi_x(p) : p \in \mathbb{U}(x) \cap (1, q_{KL} - \frac{1}{2^n})\right\}$$

$$\subseteq \{M^\infty\} \cup \bigcup_{n=1}^\infty \mathbb{U}_{q_{KL} - \frac{1}{2^n}}.$$

Then by Proposition 1.4 (ii) we can deduce from the above equation that $\mathbb{U}(x)$ is also a countable set for $x = x_{KL}$. Therefore, $|\mathbb{U}(x)| = \aleph_0$ for any $x \in (x_{KL}, x_G)$. \qed

In the next lemma we demonstrate that $x_{KL}$ is also a critical value of $\mathbb{U}(x)$.

Lemma 4.5.

(i) If $x \in (0, 1]$, then $\dim_H \mathbb{U}(x) = 1$;

(ii) If $x \in (1, x_{KL})$, then

$$0 < \dim_H \mathbb{U}_{q_x} \leq \dim_H \mathbb{U}(x) \leq \max_{q \in \mathbb{U}(x)} \dim_H \mathbb{U}_q < 1.$$

Proof. (i) was first proven by Lü, Tan and Wu [31] for $M = 1$. For $M > 1$ the proof was given by Xu [37] in his thesis. For completeness we prove this by using Theorem 1.3 and Proposition 3.3.
For \( x > 0 \) note that \( \mathcal{U}(x) \subset (1, q_x] \). Then by using the countable stability of Hausdorff dimension (cf. [19]) and Proposition 3.3 it follows that

\[
\dim_H \mathcal{U}(x) = \dim_H \left( \bigcup_n \mathcal{U}(x) \cap (1 + n^{-1}, q_x - n^{-1}) \right) \\
= \sup_n \dim_H \left( \mathcal{U}(x) \cap (1 + n^{-1}, q_x - n^{-1}) \right) \\
\geq \sup_n \frac{1}{\log(q_x - n^{-1})} \dim_H \Phi_x \left( \mathcal{U}(x) \cap (1 + n^{-1}, q_x - n^{-1}) \right) \\
\geq \frac{1}{\log q_x} \sup_n \dim_H \Phi_x \left( \mathcal{U}(x) \cap (1 + n^{-1}, q_x - n^{-1}) \right) \\
= \frac{\dim_H \Phi_x \left( \bigcup_n \mathcal{U}(x) \cap (1 + n^{-1}, q_x - n^{-1}) \right)}{\log q_x} \\
= \frac{\dim_H \mathcal{U}(x)}{\log q_x} = \frac{\dim_H \mathcal{U}_{q_x}}{\log q_x},
\]

where the last equality follows by Theorem 1.3. Therefore, by Proposition 1.4 we obtain that

\[
(4.16) \quad \dim_H \mathcal{U}(x) \geq \dim_H \mathcal{U}_{q_x} \quad \forall \ x > 0.
\]

Note by (1.3) that \( q_x = M + 1 \) for all \( x \in (0, 1] \). Then by (4.16) and Proposition 1.4 we conclude that \( \dim_H \mathcal{U}(x) = \dim_H \mathcal{U}_{M+1} = 1 \) for all \( x \in (0, 1] \).

Now we prove (ii). Let \( x \in (1, x_{KL}) \). Then \( q_x \in (q_{KL}, M + 1) \). The first two inequalities of (ii) follows from (4.16). For the remaining inequalities in (ii) we set

\[
\xi := \max_{q \in \mathcal{U}(x)} \dim_H \mathcal{U}_q.
\]

Since \( \mathcal{U}(x) \subset (1, q_x] \) and \( q_x \in \mathcal{U}(x) \cap (q_{KL}, M + 1) \), by Proposition 1.2 it follows that \( 0 < \xi < 1 \). Take \( \varepsilon > 0 \). By Propositions 3.3, Lemma 2.4 (i) and Proposition 1.2 it follows that for each \( q \in \mathcal{U}(x) \) there exists \( \delta > 0 \) such that

\[
\dim_H(\mathcal{U}(x) \cap (q - \delta, q + \delta)) \leq \frac{\dim_H \Phi_x(\mathcal{U}(x) \cap (q - \delta, q + \delta))}{\log(q + \delta)} \\
\leq \frac{\dim_H \mathcal{U}_{q+\delta}}{\log(q + \delta)} = \dim_H \mathcal{U}_{q+\delta} \leq \dim_H \mathcal{U}_q + \varepsilon \leq \xi + \varepsilon.
\]

(4.17)

For each \( q \in \mathcal{U}(x) \) we choose a \( \delta_q \in (0, M + 1 - q_x) \) satisfying (4.17). Then the collection \( \{ (q - \delta_q, q + \delta_q) : q \in \mathcal{U}(x) \} \) forms an open cover of \( \mathcal{U}(x) \). Since \( \mathcal{U}(x) \) is compact, there exists a finite cover \( \{ (q_i - \delta_i, q_i + \delta_i) \}_{i=1}^N \) of \( \mathcal{U}(x) \), where \( \delta_i := \delta_{q_i} \). By (4.17) this implies

\[
\dim_H \mathcal{U}(x) = \dim_H \left( \bigcup_{i=1}^N (q_i - \delta_i, q_i + \delta_i) \right) \\
= \max_{1 \leq i \leq N} \dim_H \mathcal{U}(x) \cap (q_i - \delta_i, q_i + \delta_i) \\
\leq \xi + \varepsilon.
\]
Since $\varepsilon > 0$ was arbitrary, this completes the proof.

\textit{Proof of Theorem 1.5.} By Lemmas 4.3–4.5 it suffices to prove that $\mathcal{U}(x)$ has zero Lebesgue measure. This result was first proven in [31] for $M = 1$ by using the Lebesgue density theorem. Here we present an alternate proof by using Proposition 3.3. By the same argument as in the proof of Lemma 4.5 (ii) one can easily verify that for $x > 0$,

$$\dim_H \left( \mathcal{U}(x) \cap (1, M + 1 - \frac{1}{2^n}) \right) < 1 \quad \text{for any } n \geq 1.$$ 

This implies that $\mathcal{U}(x) \cap (1, M + 1 - \frac{1}{2^n})$ has zero Lebesgue measure for all $n \geq 1$. Then we conclude that $\mathcal{U}(x)$ is a Lebesgue null set by observing

$$\mathcal{U}(x) \subseteq \{ M + 1 \} \cup \bigcup_{n=1}^{\infty} \left( \mathcal{U}(x) \cap (1, M + 1 - \frac{1}{2^n}) \right).$$ 

\qed

5. ISOLATED POINTS OF $\mathcal{U}(x)$

In this section we will consider the topological structure of $\mathcal{U}(x)$ when $x$ varies in $(0, \infty)$. In particular, we will investigate the isolated points of $\mathcal{U}(x)$, and prove Theorem 1.7. Recall from (1.2) that $(1, M + 1) \setminus \overline{\mathcal{U}} = \bigcup(q_0, q_0^*)$, and recall $\mathcal{V}$ from (2.1). Then for each connected component $(q_0, q_0^*)$ of $(1, M + 1) \setminus \overline{\mathcal{U}}$ we can write the elements of $\mathcal{V} \cap (q_0, q_0^*) = \{ q_n \}_{n=1}^{\infty}$ in an increasing order as

$$q_0 < q_1 < q_2 < \cdots < q_n < q_{n+1} < \cdots, \quad \text{and} \quad q_n \not\rightarrow q_0^* \quad \text{as } n \rightarrow \infty.$$ 

By Lemma 2.4 (ii) it follows that $U_p = U_{q_{n+1}}$ for any $p \in (q_n, q_{n+1}]$. For $n \geq 1$ set

$$U^*_{q_{n+1}} := U_{q_{n+1}} \setminus U_{q_n} = \left\{ (d_i) \in U_{q_{n+1}} : (d_i) \text{ ends with } \alpha(q_n) \text{ or } \alpha(q_n) \right\}.$$ 

It was shown in [12] that $U^*_{q_{n+1}}$ is dense in $U_{q_{n+1}}$ for any $n \geq 1$.

First we give a sufficient condition for the set $\mathcal{U}(x)$ to include isolated points.

**Proposition 5.1.** Let $(q_0, q_0^*)$ be a connected component of $(1, M + 1) \setminus \overline{\mathcal{U}}$, and let $\{ q_n \}_{n=1}^{\infty} = \mathcal{V} \cap (q_0, q_0^*)$. Then for any $x \in \bigcup_{n=1}^{\infty} \bigcup_{p \in (q_n, q_{n+1})} \pi_p(U^*_{q_{n+1}})$ the set $\mathcal{U}(x)$ contains at least one isolated point.

**Proof.** For $n \geq 1$ let $x \in \pi_p(U^*_{q_{n+1}})$ for some $p \in (q_n, q_{n+1})$. In the following we will show that $p$ is an isolated point of $\mathcal{U}(x)$. Note by the definition of $\mathcal{V}$ that $\Phi_x(p) \in U^*_{q_{n+1}} \subset U_{q_{n+1}} = U_p$. Then $\Phi_x(p) = (x_1(p)) \in U_p$. Furthermore, by the definition of $U^*_{q_{n+1}}$ it follows that $\Phi_x(p)$ ends with $\alpha(q_n) = (a_1 \ldots a_m \overline{a_1 \ldots a_m})^\infty$ for some $m \geq 1$. So there exists $N \in \mathbb{N}$ such that

$$\Phi_x(p) = x_1(p) \ldots x_N(p)(a_1 \ldots a_m \overline{a_1 \ldots a_m})^\infty.$$
Now suppose $p \in (q_n, q_{n+1})$ is not an isolated point of $\mathcal{U}(x)$. Then by Lemma 2.1 (i) there exists a $p' \in \mathcal{U}(x) \cap (q_n, q_{n+1})$ such that $p' \neq p$ and $\Phi_x(p') = (x_i(p'))$ coincides with $\Phi_x(p)$ for the first $N + 2m$ digits, i.e.,

$$(5.1) \quad x_1(p') \ldots x_{N+2m}(p') = x_1(p) \ldots x_N(p)a_1 \ldots a_m\bar{a}_1 \ldots \bar{a}_m.$$  

Observe that $\Phi_x(p') \in \mathcal{U}_{q_{n+1}}$ and $\alpha(q_{n+1}) = (a_1 \ldots a_m\bar{a}_1 \ldots \bar{a}_m)^\infty$. Then by (5.1) and Lemma 2.3 it follows that

$$\Phi_x(p') = x_1(p) \ldots x_{N_1}(p)(a_1 \ldots a_m\bar{a}_1 \ldots \bar{a}_m)^\infty = \Phi_x(p).$$

This implies $p' = p$ by Lemma 2.1 (i), leading to a contradiction with our hypothesis. So, $p$ is an isolated point of $\mathcal{U}(x)$. □

Recall from Section 1 that $X_{\text{iso}} = \{x > 0 : \mathcal{U}(x) \text{ contains isolated points}\}$. By Lemma 4.3 we see that $\mathcal{U}(x) = \{q_x\}$ is a singleton for any $x \geq x_G = M/(q_G - 1)$. This implies that $[x_G, \infty) \subset X_{\text{iso}}$. In the following result we show that the set $X_{\text{iso}}$ is dense in $[0, 1]$.

**Lemma 5.2.** For any $x \in [0, 1]$ and any $\delta > 0$ the intersection $X_{\text{iso}} \cap (x - \delta, x + \delta)$ contains an interval.

**Proof.** Take $x \in [0, 1]$ and $\delta > 0$. Then there exist $y \in (x - \frac{\delta}{3}, x + \frac{\delta}{3})$ and an integer $N_1 = N_1(x, \delta) > 0$ such that the quasi-greedy expansion $\Phi_y(M + 1) = y_1y_2 \ldots$ contains neither $N_1$ consecutive 0’s nor $N_1$ consecutive $M$’s. By Lemmas 2.3 and 2.4 (i) this implies

$$(5.2) \quad (y_i) \in \mathcal{U}_q \quad \forall q > p_{N_1},$$

where $p_n$ is the root of $\sum_{i=1}^n \frac{M}{p_i} = 1$ in $(1, M + 1)$. Clearly, $p_n \not\nearrow M + 1$ as $n \to \infty$. Note that the map

$$g : [p_{N_1}, M + 1] \to \mathbb{R}; \quad q \mapsto \pi_q((y_i))$$

is continuous, and $g(M + 1) = y$. So there exists an integer $N_2 > N_1$ such that

$$(5.3) \quad g(q) \in \left(y - \frac{\delta}{3}, y + \frac{\delta}{3}\right) \subseteq \left(x - \frac{2\delta}{3}, x + \frac{2\delta}{3}\right) \quad \forall q \in [p_{N_2}, M + 1].$$

Let $(q_0, q_0^*) \subset [p_{N_2}, M + 1]$ be a connected component of $(1, M + 1) \setminus \mathcal{U}$, and write $(q_0, q_0^*) \setminus \mathcal{U} = \bigcup_{n=0}^{\infty} (q_n, q_{n+1})$. Take $n \geq 1$. Recall from [12, Theorem 1.4] that the set $\mathcal{U}_{q_n}^*$ is dense in $\mathcal{U}_{q_{n+1}}$ with respect to the metric $\rho$ defined in (1.4). Note by (5.2) that $(y_i) \in \mathcal{U}_{q_n}$. Then there exists a sequence $(z_i) \in \mathcal{U}_{q_n}^*$ such that

$$(5.4) \quad |\pi_q((z_i)) - g(q)| = |\pi_q((z_i)) - \pi_q((y_i))| < \frac{\delta}{3} \quad \forall q \in (q_n, q_{n+1}).$$

Since $(q_n, q_{n+1}) \subset [p_{N_2}, M + 1]$, by (5.3) and (5.4) it follows that

$$z^q := \pi_q((z_i)) \in (x - \delta, x + \delta) \quad \forall q \in (q_n, q_{n+1}).$$

Furthermore, by using Proposition 5.1 we obtain that $\mathcal{U}(z^q)$ contains isolated points for any $q \in (q_n, q_{n+1})$. In other words, $X_{\text{iso}} \cap (x - \delta, x + \delta)$ contains the sub-interval $(z^{q_n}, z^{q_{n+1}})$. □
In the following we consider isolated points of $\mathcal{U}(x)$ for $x > 1$. When $M = 1$ we show that $X_{iso} \supset (1, \infty)$.

**Proposition 5.3.** Let $M = 1$. Then for any $x > 1$ the set $\mathcal{U}(x)$ contains isolated points.

Note by Lemma 4.3 that $X_{iso} \supset [x_G, \infty)$. Thus it suffices to prove that $X_{iso}$ covers $(1, x_G)$. In the following we fix $M = 1$, and we will prove Proposition 5.3 in several steps. Let $(q_0, q_0^*) = (1, q_{KL})$ be the first connected component of $(1, 2] \setminus \overline{\mathcal{V}}$. Then $\mathcal{V} \cap (q_0, q_0^*) = \{q_1, q_2, q_3, \ldots\}$ satisfying

\[ 1 = q_0 < q_1 < q_2 < \cdots < q_n^* = q_{KL}, \quad \text{and} \quad q_n \not\in q_{KL} \text{ as } n \to \infty. \]

Furthermore, for each $n \geq 1$ the base $q_n \in (1, q_{KL})$ admits the quasi-greedy expansion

\[ (5.5) \quad \alpha(q_n) = (\tau_1 \ldots \tau_{2^n})^\infty, \]

where $(\tau_i)_{i=0}^\infty = 01101001 \ldots$ is the classical Thue-Morse sequence (cf. [6]).

The following property for the sequence $(\tau_i)$ is well-known (see, for example, [25]).

**Lemma 5.4.** For any integer $n \geq 0$ we have

\[ (i) \quad \tau_{2^n+1} \ldots \tau_{2^{n+1}} = \tau_1 \ldots \tau_{2^n}^+, \]

\[ (ii) \quad \tau_1 \ldots \tau_{2^n-i} \prec \tau_{i+1} \ldots \tau_{2^n} \prec \tau_1 \ldots \tau_{2^n-i} \quad \forall \ 0 \leq i < 2^n. \]

Now we construct sequences in $\mathcal{U}_{q_n+1}^*$. 

**Lemma 5.5.** For $n \geq 1$ and $k \geq 1$ let

\[ c_{n,k} := \tau_1 \ldots \tau_{2^n-i} (\tau_1 \ldots \tau_{2^n-1}^+)^k (\tau_1 \ldots \tau_{2^n}^+)^\infty. \]

Then $c_{n,k} \in \mathcal{U}_{q_n+1}^*$ for all $k \geq 1$.

**Proof.** Note by (5.5) that $c_{n,k}$ ends with $(\tau_1 \ldots \tau_{2^n})^\infty = \alpha(q_n)$. Then by Lemma 2.3 it suffices to prove

\[ (5.6) \quad \alpha(q_{n+1}) \prec \sigma^j(c_{n,k}) \prec \alpha(q_n) \quad \forall \ j \geq 1, \]

where $\sigma$ is the left-shift map. Since $\alpha(q_{n+1})$ begins with $\tau_1 \ldots \tau_{2^n}$, we prove (5.6) by considering the following three cases.

(I). $1 \leq j < 2^{n-1}$. Then (5.6) follows by Lemma 5.4 (ii), which implies that

\[ \tau_1 \ldots \tau_{2^n-i-j} \prec \tau_{i+1} \ldots \tau_{2^n} \prec \tau_1 \ldots \tau_{2^n-i-j} \quad \text{and} \quad \tau_1 \ldots \tau_{j} \prec \tau_{2^n-i-j+1} \ldots \tau_{2^n-1}. \]

(II). $2^{n-1} \leq j < (k + 1)2^{n-1}$. Note that $\sigma^{2^{n-1}}(c_{n,k}) = (\tau_1 \ldots \tau_{2^n-1}^+)^{k} (\tau_1 \ldots \tau_{2^n}^+)^\infty$. Then (5.6) again follows by Lemma 5.4 (ii), which implies that

\[ (5.7) \quad \tau_1 \ldots \tau_{2^n-i-1} \prec \tau_{i+1} \ldots \tau_{2^n-1}^+ \prec \tau_1 \ldots \tau_{2^n-i} \quad \text{and} \quad \tau_1 \ldots \tau_{i} \prec \tau_{2^n-i+1} \ldots \tau_{2^n-1} \]

for any $0 \leq i < 2^{n-1}$.

(III). $j \geq (k + 1)2^{n-1}$. Then (5.6) follows from (5.7) with $n - 1$ replaced by $n$. \qed
By the definition of $c_{n,k}$ it is easy to see that
\[ c_{n,k} \not\sim c_{n,\infty} := \tau_1 \ldots \tau_{2n-1}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^\infty \text{ as } k \to \infty. \]

In the following lemma we construct sequences in $U_{q_{n+1}}^*$ that decrease to $c_{n,\infty}$.

**Lemma 5.6.** For $n \geq 2$ and $k \geq 1$ let
\[ d_{n,k} := \tau_1 \ldots \tau_{2n-1}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^k \overline{\tau_1} \ldots \overline{\tau_{2n-2}}^{k+1}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^\infty. \]

Then $d_{n,k} \in U_{q_{n+1}}^*$ for all $k \geq 1$.

**Proof.** It is clear that $d_{n,k}$ ends with $\alpha(q_{n+1})$. Then by Lemma 2.3 it suffices to prove
\[ \alpha(q_{n+1}) < \sigma^j(d_{n,k}) < \alpha(q_{n+1}) \quad \forall j \geq 1. \]

Since $\alpha(q_{n+1})$ begins with $\tau_1 \ldots \tau_{2n}$, by Cases (I) and (II) in the proof of Lemma 5.5 we only need to verify (5.8) for $j \geq k2^{n-1} + 2n-2$. Observe by Lemma 5.4 (i) that
\[ \sigma^{k2^{n-1} + 2n-2}(d_{n,k}) = \tau_1 \ldots \tau_{2n-2}\tau_1 \ldots \tau_{2n-2}^{k+1}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^\infty \]
\[ = (\tau_1 \ldots \tau_{2n-2}\tau_1 \ldots \tau_{2n-1})^\infty = \alpha(q_n). \]

Then by the same argument as in the proof of Case III in Lemma 5.5 it follows that (5.8) holds for all $j \geq k2^{n-1} + 2n-2$. This completes the proof. \(\square\)

Clearly,
\[ d_{n,k} \not\sim d_{n,\infty} := \tau_1 \ldots \tau_{2n-1}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^\infty = c_{n,\infty} \text{ as } k \to \infty. \]

Now we are ready to prove Proposition 5.3.

**Proof of Proposition 5.3.** Let $M = 1$. By Lemma 5.5 and Proposition 5.1 it follows that
\[ X_{iso} \supset \bigcup_{n=1}^\infty \bigcup_{k=1}^\infty \bigcup_{p \in \{q_n,q_{n+1}\}} \pi_p(c_{n,k}) = \bigcup_{n=1}^\infty \bigcup_{k=1}^\infty (\pi_{q_{n+1}}(c_{n,k}), \pi_{q_n}(c_{n,k})), \]
where the bases $q_n \in \mathcal{V}$ are defined as in (5.5). Similarly, by Lemma 5.6 and Proposition 5.1 it follows that
\[ X_{iso} \supset \bigcup_{n=2}^\infty \bigcup_{k=1}^\infty \bigcup_{p \in \{q_n,q_{n+1}\}} \pi_p(d_{n,k}) = \bigcup_{n=2}^\infty \bigcup_{k=1}^\infty (\pi_{q_{n+1}}(d_{n,k}), \pi_{q_n}(d_{n,k})). \]

In the following we will show that the unions in (5.9) and (5.10) are sufficient to cover $(1, x_G)$.

First we prove that the union in (5.9) covers $(1, x_G)$ up to a countable set. By (5.5) and Lemma 5.4 (i) it follows that
\[ \pi_{q_{n+1}}(c_{n,k+1}) = \pi_{q_{n+1}}(\tau_1 \ldots \tau_{2n-1}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^{k+1}\overline{\tau_1} \ldots \overline{\tau_{2n-2}}^{k+2}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^\infty) \]
\[ < \pi_{q_{n+1}}(\tau_1 \ldots \tau_{2n-1}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^{k+2}(0^\infty)) \]
\[ = \pi_{q_{n+1}}(\tau_1 \ldots \tau_{2n}0^{2n-1-k}\overline{\tau_1} \ldots \overline{\tau_{2n-1}}^00^\infty) + \pi_{q_{n+1}}(0^{2n}(\overline{\tau_1} \ldots \overline{\tau_{2n-1}})^k0^\infty). \]
On the other hand, by (5.5) we obtain
\[
\pi_{q_n}(c_{n,k}) = \pi_{q_n}(\tau_1 \ldots \tau_{2^{n-1}} \tau_1 \ldots \tau_{2^{n-1}} + 0^\infty) + \pi_{q_n}(0^{2^n}(\tau_1 \ldots \tau_{2^{n-1}})^k 0^\infty) = 1 + \pi_{q_n}(0^{2^n}(\tau_1 \ldots \tau_{2^{n-1}})^k 0^\infty).
\tag{5.12}
\]
Since \(\pi_{q_{n+1}}(\tau_1 \ldots \tau_{2^n} 0^{2^n-k} \tau_1 \ldots \tau_{2^{n-1}} + 0^\infty) < 1\) for any \(n \geq 1, k \geq 1\), by (5.11) and (5.12) it follows that \(\pi_{q_{n+1}}(c_{n,k+1}) < \pi_{q_n}(c_{n,k})\). Therefore, the intervals \(J_k := (\pi_{q_{n+1}}(c_{n,k}), \pi_{q_n}(c_{n,k}))\) with \(k \geq 1\) are pairwise overlapping. So,
\[
\bigcup_{k=1}^{\infty} (\pi_{q_{n+1}}(c_{n,k}), \pi_{q_n}(c_{n,k})) = (\pi_{q_{n+1}}(c_{n,1}), \pi_{q_n}(c_{n,\infty})),
\tag{5.13}
\]
where we recall that \(c_{n,\infty} = \tau_1 \ldots \tau_{2^{n-1}} (\tau_1 \ldots \tau_{2^{n-1}}) \infty\). Note by Lemma 5.4 (i) that
\[
c_{n,1} = \tau_1 \ldots \tau_{2^{n-1}} \tau_1 \ldots \tau_{2^{n-1}}^+ (\tau_1 \ldots \tau_{2^{n}} \infty) = \tau_1 \ldots \tau_{2^{n}} (\tau_1 \ldots \tau_{2^{n}} \infty) = c_{n+1,\infty} \tag{5.14}
\]
Write \(z_n := \pi_{q_n}(c_{n,\infty})\). Then by (5.9), (5.13) and (5.14) it follows that
\[
X_{iso} \supset \bigcup_{n=1}^{\infty} (z_{n+1}, z_n).
\]
Observe that \(z_1 = \pi_{q_1}(c_{1,\infty}) = \pi_{q_1}(1^\infty) = x_G\). Furthermore, since \(q_n \not\rightarrow q_{KL}\) and \(c_{n,\infty} \not\rightarrow t_1 t_2 \ldots\) as \(n \rightarrow \infty\), we have
\[
z_n = \pi_{q_n}(c_{n,\infty}) \setminus \pi_{q_{KL}}(t_1 t_2 \ldots) = 1 \quad \text{as } n \rightarrow \infty.
\]
Therefore,
\[
X_{iso} \supset (1, x_G) \setminus \{z_n : n \geq 2\}.
\]
To complete the proof it remains to prove \(z_n \in X_{iso}\) for all \(n \geq 2\). We will show that all of these points \(z_n\) belong to the union in (5.10). Recall that for \(n \geq 2\) the sequence \(d_{n,k}\) decreases to \(d_{n,\infty} = c_{n,\infty}\) as \(k \rightarrow \infty\). Since \(d_{n,k}\) and \(c_{n,\infty}\) are both quasi-greedy \(q_n\)-expansions, by Lemma 2.1 (i) it follows that
\[
\pi_{q_n}(d_{n,k}) > \pi_{q_n}(c_{n,\infty}) = z_n \quad \forall k \geq 1.
\tag{5.15}
\]
On the other hand, since
\[
\lim_{k \rightarrow \infty} \pi_{q_{n+1}}(d_{n,k}) = \pi_{q_{n+1}}(c_{n,\infty}) < \pi_{q_n}(c_{n,\infty}) = z_n,
\]
by (5.15) there exists \(K \in \mathbb{N}\) such that for all \(k \geq K\) we have
\[
z_n \in (\pi_{q_{n+1}}(d_{n,k}), \pi_{q_n}(d_{n,k})) \subset X_{iso} \quad \forall n \geq 2.
\tag{5.16}
\]
This completes the proof. \(\Box\)

Remark 5.7. By Proposition 5.1 and (5.16) it follows that for any \(z_n = \pi_{q_n}(c_{n,\infty})\) with \(n \geq 2\) and for any \(k \geq K\) the equation
\[
(d_{n,k})_{p_k} = z_n
\]
determines a unique $p_k \in (q_n, q_{n+1})$, which is isolated in $\mathcal{U}(z_n)$. This means that for each $n \geq 2$ the set $\mathcal{U}(z_n)$ contains infinitely many isolated points.

**Proof of Theorem 1.7.** The theorem follows by Lemma 5.2 and Proposition 5.3. □

6. Final remarks and questions

At the end of this paper we pose some questions. In view of Theorem 1.1 it is natural to ask the following question.

**Question 1:** Does Theorem 1.1 hold for any $x > 0$ and any $q \in \mathcal{W}$?

By Theorem 1.3 and Theorem 1.2 it follows that the bifurcation set of $\phi : x \mapsto \dim_H U(x)$ can be easily obtained from the bifurcation set of $\psi : q \mapsto \dim_H U_q$. More precisely, $x$ is a bifurcation point of $\phi$ if and only if $q_x$ is a bifurcation point of $\psi$. The same correspondence holds for the plateaus of $\phi$ and $\psi$. Motivated by Lemma 4.1 and the works studied in [12, 5] we ask the following question.

**Question 2:** Can we describe the bifurcation sets of the set-valued map $x \mapsto U(x)$? In other words, can we describe the following sets

$$E_1 = \{x : U(y) \neq U(x) \forall y > x\} \text{ and } E_2 = \{x : \dim_H(U(x) \setminus U(y)) > 0 \forall y > x\}?$$

Although we can calculate the Hausdorff dimension of $U(x)$ as in Theorem 1.5, we are not able to determine the Hausdorff dimension of $\mathcal{U}(x)$ for $x \in (1, x_{KL})$.

**Question 3:** What is the Hausdorff dimension of $\mathcal{U}(x)$ for $x \in (1, x_{KL})$?

Finally, for the isolated points of $\mathcal{U}(x)$ we have shown in Theorem 1.7 that $X_{iso}$ is dense in $(0, \infty)$ for $M = 1$. Our proof does not work for $M \geq 2$ in the interval $(1, x_G)$.

**Question 4:** Is it true that $X_{iso}$ is dense in $(0, \infty)$ for any $M \geq 2$? We conjecture that

$$\mathcal{U}(x) \text{ contains isolated points } \iff x \in (0, 1) \cup (1, \infty).$$

Up to now we know very little about the topological structure of $\mathcal{U}(x)$. Clearly, for $x \geq x_G$ the set $\mathcal{U}(x) = \{q_x\}$ is a singleton.

**Question 5:** When is $\mathcal{W}(x)$ a closed set for $x \in (0, x_G)$?
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