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Abstract. Given a positive integer M and a real number x > 0, let U (x) be the set of all

bases q ∈ (1,M + 1] for which there exists a unique sequence (di) = d1d2 . . . with each digit

di ∈ {0, 1, . . . ,M} satisfying

x =

∞∑
i=1

di
qi
.

The sequence (di) is called a q-expansion of x. In this paper we investigate the local dimension

of U (x) and prove a ‘variation principle’ for unique non-integer base expansions. We also

determine the critical values of U (x) such that when x passes the first critical value the

set U (x) changes from a set with positive Hausdorff dimension to a countable set, and

when x passes the second critical value the set U (x) changes from an infinite set to a

singleton. Denote by U(x) the set of all unique q-expansions of x for q ∈ U (x). We give

the Hausdorff dimension of U(x) and show that the dimensional function x 7→ dimH U(x) is

a non-increasing Devil’s staircase. Finally, we investigate the topological structure of U (x).

Although the set U (1) has no isolated points, we prove that for typical x > 0 the set U (x)

contains isolated points.

1. Introduction

Given a positive integer M and a real number q ∈ (1,M + 1], each point x ∈ [0,M/(q− 1)]

can be written as

(1.1) x = πq((di)) :=

∞∑
i=1

di
qi
, di ∈ {0, 1, . . . ,M} ∀i ≥ 1.

The infinite sequence (di) = d1d2 · · · is called a q-expansion of x with respect to the alphabet

{0, 1, · · · ,M}.
Expansions in non-integer bases were pioneered by Rényi [33] and Parry [32]. Different

from the integer base expansions Sidorov [34] (see also [9]) showed that for any q ∈ (1,M +1)

Lebesgue almost every x ∈ [0,M/(q − 1)] has a continuum of q-expansions. Furthermore,

Erdős et al. [16, 17, 18] showed that for any k ∈ N ∪ {ℵ0} there exist q ∈ (1,M + 1) and

x ∈ [0,M/(q − 1)] such that x has precisely k different q-expansions (see also cf. [36]). In

particular, there is a great interest in unique q-expansions due to their close connections with
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open dynamical systems (cf. [12, 20, 23]). For more information on expansions in non-integer

bases we refer to the surveys [22, 35] and the survey chapter [14].

For q > 1 let Uq be the univoque set of x ∈ Iq := [0,M/(q−1)] having a unique q-expansion,

and let Uq := π−1q (Uq) be the set of corresponding q-expansions. Dual to the univoque set

Uq we consider in this paper the set of univoque bases of real numbers. For x ≥ 0 let U (x)

be the set of bases q ∈ (1,M + 1] such that x has a unique q-expansion, i.e.,

U (x) = {q ∈ (1,M + 1] : x ∈ Uq} .

Clearly, for x = 0 the set U (0) = (1,M + 1], because for each q ∈ (1,M + 1] the point 0

always has a unique q-expansion 0∞ = 00 · · · . So, it is interesting to investigate the set U (x)

for x > 0.

When x = 1, the set U = U (1) is well understood. Erdős et al. [16] showed that U is a

Lebesgue null set of first category but it is uncountable. Later Daróczy and Kátai [11] showed

that U has full Hausdorff dimension. Clearly, the largest element of U is M + 1 since 1 has

the unique expansion M∞ = MM · · · in base M + 1. Komornik and Loreti [24, 25] found the

smallest element qKL = qKL(M) of U , which was called the Komornik-Loreti constant by

Glendinning and Sidorov [20]. Furthermore, they showed in [26] that its topological closure

U is a Cantor set: a non-empty compact set with neither isolated nor interior points. Hence,

(1.2) (1,M + 1] \U =
⋃

(q0, q
∗
0),

where the left endpoints q0 run through 1 and the set U \ U , and the right endpoints q∗0
run through a subset U ∗ of U (cf. [12]). In particular, each left endpoint q0 is algebraic,

while each right endpoint q∗0, called a de Vries-Komornik number, is transcendental (cf. [28]).

Recently, Kalle et al. [21] showed that the set U has more weight close to M + 1. For the

detailed description of the local structure of U we refer to the recent paper [2].

However, for a general x > 0 we know very little about U (x). Lü, Tan and Wu [31] showed

that for M = 1 and x ∈ (0, 1) the set U (x) is a Lebesgue null set but has full Hausdorff

dimension. Recently, Dajani et al. [10] showed that the algebraic difference U (x) − U (x)

contains an interval for any x ∈ (0, 1]. The smallest element of U (x) was investigated in

[27]. In this paper we will investigate the set U (x) from the following perspectives. (i) We

will determine the local dimension of U (x) and establish a so-called ‘variation principle’ in

unique non-integer base expansions; (ii) We will determine the Hausdorff dimension of the

symbolic set U(x) consisting of all expansions of x in base q ∈ U (x), and show that the

function x 7→ dimH U(x) is a non-increasing Devil’s staircase (see Figure 2); (iii) We will

determine the critical values of U (x) such that when x passes the first critical value the set

U (x) changes from positive Hausdorff dimension to a countable set, and when x passes the

second critical value the set U (x) changes from an infinite set to a singleton; (iv) In contrast

with U = U (1) we will show that typically the set U (x) contains isolated points.
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For x > 0 let

(1.3) qx := min

{
1 +M, 1 +

M

x

}
.

Then qx is the largest base in (1,M + 1] such that the given x has an expansion with respect

to the alphabet {0, 1, . . . ,M}, i.e., qx = max U (x).

Our first result focuses on the local dimension of U (x).

Theorem 1.1. For any x > 0 and for any q ∈ (1, qx] \U we have

lim
δ→0

dimH(U (x) ∩ (q − δ, q + δ)) = lim
δ→0

dimH(Uq ∩ (x− δ, x+ δ)).

Theorem 1.1 can be viewed as a ‘variation principle’ in unique non-integer base expansions.

Recall from [13] the two dimensional univoque set

U = {(z, p) : z has a unique p-expansion} .

Then the left hand side in Theorem 1.1 is the local dimension of the vertical slice U∩{z = x} =

U (x) at the point (x, q), and the right hand side gives the local dimension of the horizontal

slice U ∩ {p = q} = Uq at the same point (x, q). So Theorem 1.1 states that for any x > 0

and any q ∈ (1, qx] \U the local dimension of U at the point (x, q) through the vertical slice

is the same as that through the horizontal slice.

Let {0, 1, . . . ,M}N be the set of all sequences (di) = d1d2 . . . over the alphabet {0, 1, . . . ,M}.
Equipped with the order topology on {0, 1, . . . ,M}N induced by the metric

(1.4) ρ((ci), (di)) = (M + 1)− inf{i≥1:ci 6=di}

we can define the Hausdorff dimension of any subset of {0, 1, . . . ,M}N.

Note that Uq = π−1q (Uq) ⊂ {0, 1, . . . ,M}N is the symbolic horizontal slice of the two-

dimensional univoque set U. The following result for the Hausdorff dimension of Uq was

established in [23] and [3] (see Figure 1).

Proposition 1.2 ([23, 3]). The dimensional function ψ : q 7→ dimH Uq is a non-decreasing

Devil’s staircase on (1,M + 1]. In particular,

• ψ is non-decreasing and continuous on (1,M + 1];

• ψ is locally constant almost everywhere on (1,M + 1];

• ψ(q) ∈ (0, 1] if and only if q > qKL. Furthermore, ψ(q) = 1 only when q = M + 1.

The detailed study of the plateaus of ψ, i.e., the largest intervals for which ψ is constant,

can be found in [1]. For the bifurcation set of ψ, which is the set of points where ψ vibrates,

we refer to [5].

For x > 0 let Φx(q) = x1(q)x2(q) . . . be the quasi-greedy q-expansion of x (see Section 2

for its definition). Now we define the symbolic set of univoque bases by

U(x) := {Φx(q) : q ∈ U (x)} .
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Figure 1. The graph of ψ : q 7→ dimH Uq with M = 1. ψ(q) is positive if

and only if q > qKL ≈ 1.78723, and ψ(q) = 1 if and only if q = 2.

Observe that for each q ∈ U (x) the sequence Φx(q) ∈ U(x) is the unique q-expansion of x.

So, the map q 7→ Φx(q) is bijective from U (x) to U(x). We will show in Proposition 3.1 that

the map q 7→ Φx(q) is locally bi-Hölder continuous on U (x).

Observe that U(x) = Φx(U (x)) is the symbolic vertical slice of the two dimensional uni-

voque set U. Comparing with Proposition 1.2 our second main result gives the Hausdorff di-

mension of U(x), and shows that the dimensional function x 7→ dimH U(x) is a non-increasing

Devil’s staircase (see Figure 2).

Theorem 1.3. For any x > 0 the Hausdorff dimension of U(x) is given by

dimH U(x) = dimH Uqx ,

where qx is defined in (1.3). Consequently, the dimensional function φ : x 7→ dimH U(x) is a

non-increasing Devil’s staircase on (0,∞). In particular,

(i) φ is non-increasing and continuous on (0,∞);

(ii) φ is locally constant almost everywhere;

(iii) φ(x) ∈ (0, 1] if and only if x < M
qKL−1 . Furthermore, φ(x) = 1 if and only if x ≤ 1.

Recall from [8] that the generalized golden ratio is defined by

(1.5) qG = qG(M) :=

{
k + 1 if M = 2k;
k+1+

√
k2+6k+5
2 if M = 2k + 1.

Note that qKL = qKL(M) is the smallest element of U = U (1) and 1 < qG < qKL < M + 1.

The following result on the critical values of Uq = πq(Uq) was first proven by Glendinning
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Figure 2. The graph of φ : x 7→ dimH U(x) with M = 1. φ(x) is positive if

and only if x < xKL ≈ 1.27028, and φ(x) = 1 if and only if x ≤ 1.

and Sidorov [20] for M = 1 and then proven in [29] for all M ≥ 2. Furthermore, the Hausdorff

dimension of Uq was given in [23]. For a set A we denote by |A| its cardinality.

Proposition 1.4 ([20, 29, 23]). For any q ∈ (1,M + 1] the Hausdorff dimension of Uq is

given by

dimH Uq =
dimH Uq

log q
.

Furthermore, we have the following properties.

• If q ∈ (1, qG], then Uq =
{

0, M
q−1

}
;

• If q ∈ (qG, qKL), then |Uq| = ℵ0;

• If q = qKL, then |Uq| = 2ℵ0 and dimH Uq = 0;

• If q ∈ (qKL,M + 1], then dimH Uq ∈ (0, 1]. Furthermore, dimH Uq = 1 if and only if

q = M + 1.

Here in Proposition 1.4 and throughout the paper we keep using base M + 1 logarithms.

By Theorem 1.3 and Proposition 1.4 we are able to determine the critical values of U (x) for

x > 0 and M ≥ 1. Set

xG :=
M

qG − 1
and xKL :=

M

qKL − 1
.

Since 1 < qG < qKL < M + 1, it follows that 1 < xKL < xG. Furthermore, by (1.3) it follows

that qxG = qG and qxKL = qKL.

Theorem 1.5. Let M ≥ 1. The set U (x) has zero Lebesgue measure for any x > 0. Fur-

thermore,
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(i) if x ∈ (0, 1], then dimH U (x) = 1;

(ii) if x ∈ (1, xKL), then 0 < dimH U (x) < 1;

(iii) if x ∈ [xKL, xG), then |U (x)| = ℵ0;

(iv) if x ≥ xG, then U (x) = {qx}.

Remark 1.6.

• Theorem 1.5 (i) was first established in [31] for M = 1.

• In Lemma 4.5 we present a stronger result than Theorem 1.5 (ii): for x ∈ (1, xKL) we

have

0 < dimH Uqx ≤ dimH U (x) ≤ max
q∈U (x)

dimH Uq < 1.

• In contrast with Proposition 1.4 for the univoque set Uq, Theorem 1.5 shows that there

is no x > 0 such that the set U (x) is uncountable but has zero Hausdorff dimension.

Recall that U = U (1) has no isolated points and its closure U is a Cantor set. Then it is

natural to ask whether this is true for U (x)? Our forth main result shows that typically this

is not the case. Let

Xiso := {x ∈ (0,∞) : U (x) contains isolated points} .

We show that for M = 1 the set Xiso is dense in (0,∞).

Theorem 1.7. Let M ≥ 1. The set Xiso is dense in [0, 1]. If M = 1, the set Xiso is dense

in (0,∞).

Remark 1.8.

• For M ≥ 1 we show in Lemma 5.2 a slightly stronger property: for any x ∈ [0, 1] any

neighborhood of x in Xiso contains an interval.

• For M = 1 we show in Proposition 5.3 that Xiso ⊃ (1,∞). This means for any x > 1

the set U (x) contains isolated points.

The rest of the paper is arranged in the following way. In the next section we introduce the

greedy and quasi-greedy expansions, and present some useful properties of unique expansions.

In Section 3 we investigate the local dimension of U (x) and prove Theorem 1.1. Based on

this we are able to calculate in Section 4 the Hausdorff dimension of the symbolic set U(x)

and prove the irregularity of the dimensional function x 7→ dimH U(x) (see Theorem 1.3).

Furthermore, we determine the critical values of U (x) such that when x crosses the first

critical value the Hausdorff dimension of U (x) vanishes, and when x crosses the second critical

value the set U (x) degenerates to a singleton (see Theorem 1.5). The proof of Theorem 1.7 is

presented in Section 5. Although the set U (1) has no isolated points, we show that typically

U (x) contains isolated points. In the final section we pose some remarks and questions on

U (x).
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2. Preliminaries

In this section we recall some well-known properties from unique non-integer base expan-

sions. First we need some terminology from symbolic dynamics (cf. [30]). Let {0, 1, . . . ,M}N

be the set of infinite sequences with digits from the alphabet {0, 1, . . . ,M}. Denote by σ the

left shift on {0, 1, . . . ,M}N such that σ((ci)) = (ci+1). By a word c = c1 . . . cn we mean a

finite string of digits with each digit ci from {0, 1, . . . ,M}. Let {0, 1, . . . ,M}∗ be the set of all

words including the empty word ε. For two words c,d ∈ {0, 1, . . . ,M}∗ we write cd as a new

word which is the concatenation of them. We denote by c∞ = cc . . . ∈ {0, 1, . . . ,M}N the

periodic sequence which is the infinite concatenation of c with itself. Throughout the paper

we will use the lexicographical ordering “≺,4,�” or “<” between sequences and words in

the usual way. For example, for two sequences (ci), (di) ∈ {0, 1, . . . ,M}N we write (ci) ≺ (di)

if c1 < d1, or there exists n > 1 such that c1 . . . cn−1 = d1 . . . dn−1 and cn < dn. Furthermore,

for two words c,d we say c ≺ d if c0∞ ≺ d0∞. For a sequence (ci) we denote its reflection

by (ci) = (M − c1)(M − c2) . . . ∈ {0, 1, . . . ,M}N. Similarly, for a word c = c1 . . . cn we denote

its reflection by c := (M − c1) . . . (M − cn). If cn < M , we write c+ := c1 . . . cn−1(cn + 1);

and if cn > 0, we write c− := c1 . . . cn−1(cn − 1). So, c, c+ and c− are all words with each

digit in {0, 1, . . . ,M}.

2.1. Quasi-greedy and greedy expansions. Let M ≥ 1 and x > 0. Recall from (1.3) that

qx = min {1 +M, 1 +M/x} = max U (x). For q ∈ (1, qx] let

Φx(q) = x1(q)x2(q) . . . ∈ {0, 1, . . . ,M}N

be the quasi-greedy q-expansion of x, which is the lexicographically largest q-expansion of x

not ending with 0∞. In other words, Φx(q) = (xi(q)) is the q-expansion of x satisfying

n∑
i=1

xi(q)

qi
< x for all n ≥ 1.

In particular, for x = 1 and q ∈ (1, q1] = (1,M + 1] we reserve the notation α(q) = (αi(q)) =

Φ1(q) for the quasi-greedy q-expansion of 1.

Similarly, for q ∈ (1, qx] let

Ψx(q) = x̃1(q)x̃2(q) . . . ∈ {0, 1, . . . ,M}N

be the greedy q-expansion of x, which is the lexicographically largest q-expansion of x. Then

Ψx(q) = (x̃i(q)) is the q-expansion of x satisfying

n∑
i=1

x̃i(q)

qi
+

1

qn
> x whenever x̃n(q) < M.

If x has a unique q-expansion, i.e., q ∈ U (x), then Φx(q) = Ψx(q).

The following lemma for the quasi-greedy expansion Φx(q) and greedy expansion Ψx(q)

was essentially proven in [13].
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Lemma 2.1.

(i) Let x > 0. Then the map q 7→ Φx(q) is left continuous and strictly increasing in

(1, qx]. Moreover, the sequence Φx(q) = (xi(q)) satisfies

xn+1(q)xn+2(q) · · · 4 α(q) whenever xn(q) < M.

(ii) For x > 0 the map q 7→ Ψx(q) is right continuous and strictly increasing in (1, qx].

Moreover, the sequence Ψx(q) = (x̃i(q)) satisfies

x̃n+1(q)x̃n+2(q) · · · ≺ α(q) whenever x̃n(q) < M.

Proof. The monotonicity statements in (i) and (ii) are obvious by the definitions of Φx and

Ψx respectively. The continuity statements follow from [13, Lemmas 2.3 and 2.5]. Finally,

the lexicographical characterizations of Φx(q) and Ψx(q) can be found in [7]. �

Remark 2.2. Taking x = 1 in Lemma 2.1 (i) it follows that the map q 7→ Φ1(q) = α(q) is

left-continuous and strictly increasing in (1,M +1]. In particular, the quasi-greedy expansion

α(q) = (αi(q)) satisfies αn+1(q)αn+2(q) . . . 4 α(q) whenever αn(q) < M. Indeed, one can

verify (see also [15, Proposition 2.3]) that the map q 7→ α(q) is bijective from (1,M + 1] to

the set of sequences (ai) ∈ {0, 1, . . . ,M}N not ending with 0∞ and satisfying

an+1an+2 . . . 4 a1a2 . . . for all n ≥ 0.

2.2. Unique expansions. For q ∈ (1,M + 1] we recall the symbolic univoque set

Uq =
{

(di) ∈ {0, 1, . . . ,M}N : πq((di)) ∈ Uq
}
,

where πq is the projection map define in (1.1). Then each sequence (di) ∈ Uq is the unique

q-expansion of πq((di)). So πq is a bijective map from Uq to Uq. The following lexicographical

characterization of Uq is given by Erdős et al. [16] (see also [12]).

Lemma 2.3. Let q ∈ (1,M + 1]. Then Uq consists of all sequences (di) ∈ {0, 1, . . . ,M}N

satisfying {
dn+1dn+2 . . . ≺ α(q) if dn < M,

dn+1dn+2 . . . ≺ α(q) if dn > 0.

Observe that for any x > 0 and q ∈ (1,M + 1] we have q ∈ U (x) if and only if Φx(q) ∈ Uq.

Recall that U = U (1) is the set of bases for which 1 has a unique expansion. Komornik

and Loreti [26] showed that its topological closure U is a Cantor set as described in (1.2).

Motivated by the work of de Vries and Komornik [12] we introduce the bifurcation set V of

the set-valued map q 7→ Uq defined by

(2.1) V := {q ∈ (1,M + 1] : Ur 6= Uq ∀r > q} .

They showed in [12] that U ⊂ V , and V \U is countably infinite.

The following intimate connection between Uq, U and V was established by de Vries and

Komornik [12] (see also [15]).
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Lemma 2.4. Let M ≥ 1. The following statements hold true.

(i) The set-valued map q 7→ Uq is non-decreasing with respect to the set-inclusion. Fur-

thermore, for any connected component (q0, q
∗
0) of (1,M + 1] \U and for any p, q ∈

(q0, q
∗
0) the difference between Up and Uq is at most countable.

(ii) For each connected component (qL, qR) of (1,M + 1] \ V the set-valued map q 7→ Uq

is constant in (qL, qR].

3. Local dimension of U (x)

In this section we will investigate the local dimension of U (x) by showing that the map

Φx is locally bi-Hölder continuous from U (x) onto U(x). This provides a good estimation

for the local dimension of U (x) via its symbolic set U(x). Based on this estimation we are

able to prove the ‘variation principle’ as described in Theorem 1.1.

Recall that the symbolic set U(x) = {Φx(q) : q ∈ U (x)} and the metric ρ is defined in

(1.4). First we show that the map Φx : U (x) 7→ U(x) is locally bi-Hölder continuous.

Proposition 3.1. Let x > 0 and 1 < a < b < M + 1. Then for any p1, p2 ∈ U (x)∩(a, b),

(3.1) C1|p1 − p2|
1

log a ≤ ρ(Φx(p1),Φx(p2)) ≤ C2|p1 − p2|
1

log b ,

where C1, C2 are constants independent of p1 and p2.

Proof of Proposition 3.1. Take p1, p2 ∈ U (x)∩ (a, b) with p1 < p2. By Lemma 2.1 (i) we have

(xi(p1)) = Φx(p1) ≺ Φx(p2) = (xi(p2)). Then there exists an integer n ≥ 1 such that

(3.2) x1(p1) · · ·xn−1(p1) = x1(p2) · · ·xn−1(p2) and xn(p1) < xn(p2).

Note that
n−1∑
i=1

xi(p1)

pi1
<
∞∑
i=1

xi(p1)

pi1
= x =

∞∑
i=1

xi(p2)

pi2
≤

n−1∑
i=1

xi(p2)

pi2
+

M

pn−12 (p2 − 1)
.

Then by (3.2) it follows that

x(p2 − p1) <
n−1∑
i=1

xi(p2)

pi−12

−
n−1∑
i=1

xi(p1)

pi−11

+
M

pn−22 (p2 − 1)
≤ M

pn−22 (p2 − 1)
,

which implies

(3.3) p2 − p1 <
M

pn−22 (p2 − 1)x
.

Therefore, by (3.2) and (3.3) it follows that

ρ(Φx(p1),Φx(p2))
log a = (M + 1)−n log a =

1

an
>

1

pn2

>
(p2 − 1)x

Mp22
|p2 − p1| ≥

(a− 1)x

Mb2
|p2 − p1|,

This proves the first inequality of (3.1) by taking C1 := ( (a−1)x
Mb2

)1/ log a.
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For the second inequality of (3.1) we note that b < M + 1. So, α(b) ≺ α(M + 1) = M∞ by

Lemma 2.1 (i). Then there exists i0 ≥ 1 such that

(3.4) α1(b) · · ·αi0(b) ≺M i0 .

Since p2 ∈ U (x), we have Φx(p2) ∈ Up2 . Then by (3.2), (3.4) and Lemma 2.3 it follows that

n∑
i=1

xi(p2)

pi1
≥
∞∑
i=1

xi(p1)

pi1
= x =

∞∑
i=1

xi(p2)

pi2
>

n∑
i=1

xi(p2)

pi2
+

1

pn+i02

.

This implies

(3.5)
1

pn+i02

<
n∑
i=1

(
xi(p2)

pi1
− xi(p2)

pi2

)
≤
∞∑
i=1

(
M

pi1
− M

pi2

)
=

M |p2 − p1|
(p1 − 1)(p2 − 1)

.

Hence, by (3.2) and (3.5) it follows that

ρ(Φx(p1),Φx(p2))
log b = (M + 1)−n log b =

1

bn
<

1

pn2

<
Mpi02

(p1 − 1)(p2 − 1)
|p2 − p1| ≤

Mbi0

(a− 1)2
|p1 − p2|,

This establishes the second inequality in (3.1) by taking C2 := ( Mbi0
(a−1)2 )1/ log b. �

The following lemma for the Hausdorff dimension under Hölder continuous maps is well-

known (cf. [19]).

Lemma 3.2. Let (X, d1) and (Y, d2) be two metric spaces, and let f : X → Y . If there exist

positive constants δ, C and λ such that

d2(f(x), f(y)) ≤ Cd1(x, y)λ

for any x, y ∈ X with d1(x, y) ≤ δ, then dimH f(X) ≤ 1
λ dimH X.

By Proposition 3.1 and Lemma 3.2 we have the following estimation for the local dimension

of U (x), which states that the local dimension of U (x) at any point q ∈ (1,M + 1) can be

roughly estimated by the local dimension of the symbolic set U(x) at Φx(q).

Proposition 3.3. Let x > 0 and 1 < a < b < M + 1. Then

dimH Φx

(
U (x) ∩ (a, b)

)
log b

≤ dimH

(
U (x) ∩ (a, b)

)
≤

dimH Φx

(
U (x) ∩ (a, b)

)
log a

.

Proof. Excluding the trivial case we assume that U (x) ∩ (a, b) contains infinitely many ele-

ments. Note that the map

Φx : U (x) ∩ (a, b) −→ Φx(U (x) ∩ (a, b)); p 7→ Φx(p)

is bijective. Then its inverse map Φ−1x is well-defined. Hence, the proposition follows by

Proposition 3.1 and Lemma 3.2. �

To prove Theorem 1.1 we still need the following lemma.
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Lemma 3.4. Fix q ∈ (1,M + 1). There exist constants C1, C2 > 0 such that for any c =

(ci),d = (di) ∈ Uq we have

(3.6) C1 · ρ(c,d)log q ≤ |πq(c)− πq(d)| ≤ C2 · ρ(c,d)log q.

Proof. Define a metric ρq on Uq by

ρq(c,d) = q− inf{i≥1:ci 6=di}

for any c,d ∈ Uq. Then the map πq : (Uq, ρq)→ (Uq, | · |) is bi-Lipschitz (cf. [4, Lemma 2.2]).

Note that ρq(c,d) = ρ(c,d)log q. Then (3.6) follows by Lemma 3.2. �

Proof of Theorem 1.1. Let x > 0 and q ∈ (1, qx] \ U . Note by (2.1) that U ⊂ V and

the difference V \ U is countable. Then there exists a δ > 0 such that q − δ > 1 and

(q−δ, q)∩V = ∅. So, by Lemma 2.1 (i) and Lemma 2.4 it follows that each p ∈ U (x)∩(q−δ, q)
determines a unique y = πq(Φx(p)) ∈ Uq ∩ (x − η, x) for some η > 0 depending on δ. This

defines a bijection

φ : U (x) ∩ (q − δ, q)→ Uq ∩ (x− η, x); p 7→ πq(Φx(p)).

If the set U (x) ∩ (q − δ, q) is empty, then so is Uq ∩ (x− η, x). In this case, it is trivial that

(3.7) lim
δ→0

dimH(U (x) ∩ (q − δ, q)) = lim
η→0

dimH(Uq ∩ (x− η, x)),

and the limit is equal to zero. In the following we assume U (x) ∩ (q − δ, q) 6= ∅. Then we

claim that φ is nearly bi-Lipschitz.

Let p1, p2 ∈ U (x)∩ (q− δ, q). Then by (3.1) and (3.6) it follows that there exist constants

D1, D2 > 0 such that

D1|p1 − p2|
log q

log(q−δ) ≤ |φ(p1)− φ(p2)| ≤ D2|p1 − p2|.

By Lemma 3.2 this implies

dimH(Uq ∩ (x− η, x)) ≤ dimH(U (x) ∩ (q − δ, q)) ≤ log q

log(q − δ)
dimH(Uq ∩ (x− η, x)).

Letting δ → 0, which implies η → 0, we then establish (3.7) for any x > 0 and q ∈ (1, qx] \U .

On the other hand, note that q ∈ (1, qx] \U . If q = qx /∈ U , then qx = 1 +M/x < M + 1.

So, Ψx(qx) = M∞, and thus x is the largest element of Uqx . Note that qx = max U (x). Then

it is clear that

(3.8) U (x) ∩ (qx, qx + δ) = Uqx ∩ (x, x+ ζ) = ∅ for any δ, ζ > 0.

In the following we assume q ∈ (1, qx) \ U . Choose δ > 0 such that q + δ < qx and

(q, q + δ) ∩U = ∅. Let

Γx,q,δ := {r ∈ U (x) ∩ (q, q + δ) : Ψx(r) ∈ Uq} .

By Lemma 2.1 (ii) and Lemma 2.4 (i) it follows that the difference between Γx,q,δ and U (x)∩
(q, q + δ) is at most countable. So they have the same Hausdorff dimension. Observe that
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each r ∈ Γx,q,δ determines a unique z = πq(Ψx(r)) ∈ Uq ∩ (x, x+ ζ) for some ζ > 0 depending

on δ. This defines a bijection

ψ : Γx,q,δ → Uq ∩ (x, x+ ζ); r 7→ πq(Ψx(r)).

Hence, by (3.1) and (3.6) we can prove that ψ is nearly bi-Lipschitz, and then by the same

argument as in the proof of (3.7) we conclude that

lim
δ→0

dimH(U (x) ∩ (q, q + δ)) = lim
δ→0

dimH Γx,q,δ = lim
ζ→0

dimH(Uq ∩ (x, x+ ζ)).

This, together with (3.7) and (3.8), completes the proof. �

4. Hausdorff dimension and critical values of U(x)

Given x > 0, recall that the symbolic set U(x) = {Φx(q) : q ∈ U (x)} consists of all unique

expansions of x with bases in U (x). Clearly, Φx is a bijective map from U (x) to U(x).

Instead of looking at the set U (x) directly we focus on the symbolic set U(x). In this section

we will investigate the Hausdorff dimension of U(x) with respect to the metric ρ defined in

(1.4), and prove Theorem 1.3. Furthermore, by using Theorem 1.3 and Proposition 1.4 we

determine the critical values of U (x), and then prove Theorem 1.5.

4.1. Hausdorff dimension of U(x). Our first result states that the set-valued map x 7→
U(x) is non-increasing on (1,∞) with respect to the set inclusion.

Lemma 4.1. The set-valued map x 7→ U(x) is non-increasing on (1,∞).

Proof. Let x ∈ (1,∞) and (di) ∈ U(x). Then there exists a unique base q ∈ U (x) ⊆ (1,M+1)

such that

(4.1) (di) = Φx(q) ∈ Uq.

Take y ∈ (1, x). Then the equation

(4.2) y =
∞∑
i=1

di
βi

determines a unique base β ∈ (q,M + 1). Observe by Lemma 2.4 (i) that the set-valued map

q 7→ Uq is non-decreasing. Then by (4.1) it follows that (di) ∈ Uq ⊂ Uβ. In view of (4.2)

this implies that

Φy(β) = (di) ∈ Uβ.

So, (di) ∈ U(y), and thus U(x) ⊆ U(y). This completes the proof. �

Now we turn to the Hausdorff dimension of U(x). This is based on the following lemma.
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Lemma 4.2. Given x ∈ (0, 1), let (εi) = Φx(M + 1) be the quasi-greedy expansion of x in

base M+1. Then there exist a word w, a positive integer N and a strictly increasing sequence

(Nj) ⊂ N such that

UNj (x) ⊂ U(x) for all j ≥ 1,

where

UNj (x) :=
{
ε1 . . . εN+Njwd1d2 . . . : dn+1 . . . dn+Nj /∈

{
0Nj ,MNj

}
∀n ≥ 0

}
.

Proof. The proof of this lemma is similar to [31, Section 4]. Let (εi) ∈ {0, 1, . . . ,M}N be the

quasi-greedy expansion of x in base M + 1. We distinguish two cases.

(I). (εi) ends with M∞. Then we can write

(4.3) (εi) = ε1 . . . εmM
∞ for some m ≥ 1 with εm < M.

Let w = ε be the empty word, N = m and Nj = m + j for j ≥ 1. Take a sequence

(yi) ∈ UNj (x). Then it can be written as

(4.4) (yi) = ε1 . . . εN+Njd1d2 . . . = ε1 . . . εmM
Njd1d2 . . . ,

where (di) ∈ {0, 1, . . . ,M}N contains neither Nj consecutive 0’s nor Nj consecutive M ’s. Let

qj be the unique root in (1,M + 1) of the equation

x =
∞∑
i=1

yi
qij
.

Here we emphasize that qj < M + 1 because
∑∞

i=1 yi/(M + 1)i < x. We claim that (yi) is the

unique qj-expansion of x.

Observe that the tail sequence

ym+1ym+2 . . . = MNjd1d2 . . . =: (δi)

satisfies σn((δi)) 4 (δi) for all n ≥ 0. Then by Remark 2.2 it follows that (δi) is the quasi-

greedy expansion of 1 for some base q ∈ (1,M + 1], i.e., α(q) = (δi). By (4.4) and Lemma 2.3

it suffices to prove that α(qj) � α(q) = (δi). In other words, it suffices to prove

(4.5)

∞∑
i=1

δi
qij
< 1.

This follows from the following calculation: By (4.3) and (4.4) we obtain

m∑
i=1

εi
(M + 1)i

+
1

(M + 1)m
=

∞∑
i=1

εi
(M + 1)i

= x =

∞∑
i=1

yi
qij

=

m∑
i=1

εi
qij

+
1

qmj

∞∑
i=1

δi
qij
,

which gives

∞∑
i=1

δi
qij

= qmj

(
1

(M + 1)m
+

m∑
i=1

( εi
(M + 1)i

− εi
qij

))
≤

qmj
(M + 1)m

< 1,

where the inequalities follow by qj < M + 1. This proves (4.5).
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Therefore, by Lemma 2.3 it follows that (yi) is the unique qj-expansion of x, i.e., (yi) ∈
U(x). Hence, UNj (x) ⊂ U(x).

(II). (εi) does not end with M∞. Since (εi) is the quasi-greedy expansion of x in base

M + 1, (εi) does not end with 0∞. Then there exists an integer N ≥ 3 such that εN−2 > 0.

Choose N1 > N such that εN+N1+1 > 0 and

(4.6) |{1 ≤ i ≤ N1 : εi > 0}| ≥ N + 1, |{1 ≤ i ≤ N1 : εi < M}| ≥ N + 1.

In fact, we can choose a strictly increasing sequence (Nj) such that εN+Nj+1 > 0 for any

j ≥ 1. Set w = 0M . Fix j ≥ 1, and take a sequence

(4.7) (yi) = ε1 . . . εN+Nj0Md1d2 . . . ∈ UNj (x),

where the tail sequence (di) contains neither Nj consecutive 0’s nor Nj consecutive M ’s. It

follows from (4.6) that the initial word ε1 . . . εN+Nj contains neither Nj consecutive 0’s nor

Nj consecutive M ’s. Hence, by (4.7) it gives that (yi) contains neither (Nj + 1) consecutive

0’s nor (Nj + 1) consecutive M ’s. Note that the equation

x = πqj ((yi)) =
∞∑
i=1

yi
qij

determines a unique qj ∈ (1,M + 1). Here we emphasize that qj < M + 1, since εN+Nj+1 >

0 = yN+Nj+1 which implies that
∑∞

i=1 yi/(M + 1)i < x. Then by Lemma 2.3, to show that

(yi) is the unique qj-expansion of x it suffices to show that α(qj) �MNj+10∞, or equivalently,

to prove

(4.8)

Nj+1∑
i=1

M

qij
< 1.

Observe by (4.7) that

N+Nj∑
i=1

εi
qij
<
∞∑
i=1

yi
qij

= x =
∞∑
i=1

εi
(M + 1)i

<

N+Nj∑
i=1

εi
(M + 1)i

+
1

(M + 1)N+Nj
.

This, combined with εN−2 > 0 and qj < M + 1, implies that

M + 1− qj
qj(M + 1)N−2

≤ 1

qN−2j

− 1

(M + 1)N−2
≤

N+Nj∑
i=1

(
εi
qij
− εi

(M + 1)i

)
<

1

(M + 1)N+Nj
.

Rearranging the above inequality yields

M + 1− qj <
qj

(M + 1)Nj+2
<

M

q
Nj+1
j

,

which gives M(1− q−Nj−1j ) < qj − 1. Thus,

Nj+1∑
i=1

M

qij
=
M(1− q−Nj−1j )

qj − 1
< 1,
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proving (4.8).

Therefore, (yi) is the unique qj-expansion of x, i.e., (yi) ∈ U(x). Hence, UNj (x) ⊂ U(x)

for all j ≥ 1, completing the proof. �

Proof of Theorem 1.3. Note by Proposition 1.2 that the function q 7→ dimH Uq is a non-

decreasing Devil’s staircase on (1,M + 1]. Then by the definition of qx it suffices to prove

(4.9) dimH U(x) = dimH Uqx for all x > 0.

First we consider x ∈ (0, 1). Let (εi) = Φx(M + 1) be the quasi-greedy expansion of x in

base M + 1. Then by Lemma 4.2 there exist a word w, a positive integer N and a strictly

increasing sequence (Nj) ⊂ N such that

(4.10) UNj (x) =
{
ε1 . . . εN+Njwd1d2 . . . : (di) ∈ Λj

}
⊂ U(x) for all j ≥ 1,

where

Λj :=
{

(di) ∈ {0, 1, . . . ,M}N : dn+1 . . . dn+Nj /∈
{

0Nj ,MNj
}
∀n ≥ 0

}
.

By (4.10) it follows that for any j ≥ 1,

(4.11) dimH U(x) ≥ dimH UNj (x) = dimH Λj = dimH Upj

where pj ∈ (1,M + 1] satifies

1 =

Nj∑
i=1

M

pij
.

Note that the function q 7→ dimH Uq is continuous. Letting j → ∞ in (4.11), and then

Nj →∞ which implies pj →M + 1, by Proposition 1.2 it follows that

dimH U(x) ≥ dimH UM+1 = 1.

Note that qx = M + 1 for all x ∈ (0, 1). Hence, dimH U(x) = 1 = dimH Uqx for all x ∈ (0, 1).

This proves (4.9) for x ∈ (0, 1).

Now we prove (4.9) for x ≥ 1. Then qx = 1 + M/x, and the quasi-greedy qx-expansion of

x is M∞. We claim that for any N ∈ N there exists an integer J = J(N) > 0 such that

(4.12) ΓN,J :=
{
MJd1d2 . . . : (di) ∈ Uqx,N

}
⊂ U(x),

where Uqx,N consists of all sequences (di) ∈ {0, 1, . . . ,M}N satisfying

α1(qx) . . . αN (qx) ≺ dn+1 . . . dn+N ≺ α1(qx) . . . αN (qx) ∀n ≥ 0.

This can be verified by the following observation. Take N ∈ N. Since Φx(qx) = M∞, by

Lemma 2.1 we can choose J sufficiently large such that

(4.13) α1(qN,J) . . . αN (qN,J) = α1(qx) . . . αN (qx),
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where qN,J is defined by the equation
∑J

i=1Mq−i = x. Note that each sequence (yi) ∈ ΓN,J

determines a unique base p ∈ (1, qx) via the equation

∞∑
i=1

yi
pi

= x.

Since MJ0∞ ≺ (yi) ≺ M∞, we must have qN,J < p < qx. Then by Lemma 2.1 and (4.13)

it follows that α1(p) . . . αN (p) = α1(qx) . . . αN (qx). So by Lemma 2.3 we conclude that each

(yi) ∈ ΓN,J is the unique expansion of x in some base p ∈ (qN,J , qx). In other words,

ΓN,J ⊂ U(x), proving (4.12).

Therefore, by (4.12) it follows that

(4.14) dimH U(x) ≥ dimH ΓN,J = dimH Uqx,N ∀ N ∈ N.

Recall from [3, Theorem 3.1] that limN→∞ dimH Uqx,N = dimH Uqx . Letting N → ∞ in

(4.14) we conclude that

dimH U(x) ≥ dimH Uqx .

The reverse inequality is obvious since U(x) ⊂ Uqx by Lemma 2.4 (i). This proves (4.9) for

all x ≥ 1. �

4.2. Critical values of U (x). Observe by Proposition 3.1 that the map Φx : U (x)→ U(x)

is bijective and locally bi-Hölder continuous. So, to determine the critical values of U (x) is

equivalent to determine the critical values of U(x). We do this by using Theorem 1.3 and

Proposition 1.4.

Recall from (1.5) that qG = qG(M) ∈ (1,M + 1) is the generalized golden ratio. Then

xG = M/(qG − 1) > 1. First we show that U (x) is a singleton for x ≥ xG.

Lemma 4.3. If x ≥ xG, then U (x) = {qx}.

Proof. Note by Proposition 1.4 (i) that for q ≤ qG the symbolic univoque set Uq = {0∞,M∞}.
Since for x ≥ xG we have by (1.3) that qx ≤ qG, so

U(x) ⊆ {0∞,M∞} ∀ x ≥ xG.

If 0∞ ∈ U(x), then x = πq(0
∞) = 0, leading to a contradiction with our assumption that

x ≥ xG > 0. So U(x) = {M∞}, which implies U (x) = {qx} for all x ≥ xG. �

In the following lemma we show that xG is indeed a critical value for U (x). Recall that

qKL ∈ (qG,M + 1) is the Komornik-Loreti constant. Then xKL = M/(qKL − 1) ∈ (1, xG).

Lemma 4.4. For any x < xG the set U (x) contains infinitely many elements. In particular,

for x ∈ [xKL, xG) we have |U (x)| = ℵ0.

Proof. Let x < xG. Then qx > qG. Note by Theorem 1.3 that dimH U(x) = dimH UM+1 = 1

for x ∈ (0, 1]. So it suffices to prove that U(x) contains infinitely many elements for x ∈
(1, xG). Take x ∈ (1, xG). Then by (1.3) it follows that qx= 1 +M/x ∈ (qG,M + 1) and the
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quasi-greedy expansion Φx(qx) = M∞. By Lemma 2.1 (i) it follows that for k ∈ N sufficiently

large the equation

(4.15) πpk(Mkα(qG)) = x

determines a unique base pk ∈ (qG, qx), and pk ↗ qx as k →∞. So, there exists K = K(x) ∈
N such that pk ∈ (qG, qx) for any k ≥ K. Take k ≥ K. Then α(pk) � α(qG). By Lemma 2.3

it follows that Mkα(qG) ∈ Upk . Therefore, by (4.15) we conclude that

Mkα(qG) ∈ U(x) ∀k ≥ K.

This implies that U (x) is an infinite set for any x < xG.

Observe by Lemma 2.4 (i) that U(x) ⊆ Uqx for any x > 0. Furthermore, qx ∈ (qG, qKL)

if and only if x ∈ (xKL, xG). By using Proposition 1.4 (ii) it follows that U(x) is at most

countable for any x ∈ (xKL, xG). If x = xKL, then qx = qKL and Φx(qx) = M∞. Observe

that

U(x) = {M∞} ∪ {Φx(p) : p ∈ U (x) ∩ (1, qKL)}

= {M∞} ∪
∞⋃
n=1

{
Φx(p) : p ∈ U (x) ∩ (1, qKL −

1

2n
)

}

⊆ {M∞} ∪
∞⋃
n=1

UqKL− 1
2n
.

Then by Proposition 1.4 (ii) we can deduce from the above equation that U(x) is also a

countable set for x = xKL. Therefore, |U (x)| = ℵ0 for any x ∈ [xKL, xG). �

In the next lemma we demonstrate that xKL is also a critical value of U (x).

Lemma 4.5.

(i) If x ∈ (0, 1], then dimH U (x) = 1;

(ii) If x ∈ (1, xKL), then

0 < dimH Uqx ≤ dimH U (x) ≤ max
q∈U (x)

dimH Uq < 1.

Proof. (i) was first proven by Lü, Tan and Wu [31] for M = 1. For M > 1 the proof was

given by Xu [37] in his thesis. For completeness we prove this by using Theorem 1.3 and

Proposition 3.3.
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For x > 0 note that U (x) ⊂ (1, qx]. Then by using the countable stability of Hausdorff

dimension (cf. [19]) and Proposition 3.3 it follows that

dimH U (x) = dimH

(⋃
n

U (x) ∩ (1 + n−1, qx − n−1)
)

= sup
n

dimH

(
U (x) ∩ (1 + n−1, qx − n−1)

)
≥ sup

n

1

log(qx − n−1)
dimH Φx

(
U (x) ∩ (1 + n−1, qx − n−1)

)
≥ 1

log qx
sup
n

dimH Φx

(
U (x) ∩ (1 + n−1, qx − n−1)

)
=

1

log qx
dimH

(⋃
n

Φx

(
U (x) ∩ (1 + n−1, qx − n−1)

))
=

dimH U(x)

log qx
=

dimH Uqx

log qx
,

where the last equality follows by Theorem 1.3. Therefore, by Proposition 1.4 we obtain that

(4.16) dimH U (x) ≥ dimH Uqx ∀ x > 0.

Note by (1.3) that qx = M + 1 for all x ∈ (0, 1]. Then by (4.16) and Proposition 1.4 we

conclude that dimH U (x) = dimH UM+1 = 1 for all x ∈ (0, 1].

Now we prove (ii). Let x ∈ (1, xKL). Then qx ∈ (qKL,M + 1). The first two inequalities of

(ii) follows from (4.16). For the remaining inequalities in (ii) we set

ξ := max
q∈U (x)

dimH Uq.

Since U (x) ⊂ (1, qx] and qx ∈ U (x) ∩ (qKL,M + 1), by Proposition 1.2 it follows that

0 < ξ < 1. Take ε > 0. By Propositions 3.3, Lemma 2.4 (i) and Proposition 1.2 it follows

that for each q ∈ U (x) there exists δ > 0 such that

dimH(U (x) ∩ (q − δ, q + δ)) ≤ dimH Φx(U (x) ∩ (q − δ, q + δ))

log(q + δ)

≤
dimH Uq+δ

log(q + δ)
= dimH Uq+δ ≤ dimH Uq + ε ≤ ξ + ε.

(4.17)

For each q ∈ U (x) we choose a δq ∈ (0,M + 1 − qx) satisfying (4.17). Then the collection{
(q − δq, q + δq) : q ∈ U (x)

}
forms an open cover of U (x). Since U (x) is compact, there

exists a finite cover {(qi − δi, qi + δi)}Ni=1 of U (x), where δi := δqi . By (4.17) this implies

dimHU (x) = dimH

(
U (x) ∩

N⋃
i=1

(qi − δi, qi + δi)

)
= max

1≤i≤N
dimH(U (x) ∩ (qi − δi, qi + δi))

≤ ξ + ε.
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Since ε > 0 was arbitrary, this completes the proof. �

Proof of Theorem 1.5. By Lemmas 4.3–4.5 it suffices to prove that U (x) has zero Lebesgue

measure. This result was first proven in [31] for M = 1 by using the Lebesgue density theorem.

Here we present an alternate proof by using Proposition 3.3. By the same argument as in the

proof of Lemma 4.5 (ii) one can easily verify that for x > 0,

dimH

(
U (x) ∩ (1,M + 1− 1

2n
)

)
< 1 for any n ≥ 1.

This implies that U (x) ∩ (1,M + 1− 1
2n ) has zero Lebesgue measure for all n ≥ 1. Then we

conclude that U (x) is a Lebesgue null set by observing

U (x) ⊆ {M + 1} ∪
∞⋃
n=1

(
U (x) ∩ (1,M + 1− 1

2n
)

)
.

�

5. Isolated points of U (x)

In this section we will consider the topological structure of U (x) when x varies in (0,∞).

In particular, we will investigate the isolated points of U (x), and prove Theorem 1.7. Recall

from (1.2) that (1,M + 1] \U =
⋃

(q0, q
∗
0), and recall V from (2.1). Then for each connected

component (q0, q
∗
0) of (1,M + 1] \U we can write the elements of V ∩ (q0, q

∗
0) = {qn}∞n=1 in

an increasing order as

q0 < q1 < q2 < · · · < qn < qn+1 < · · · , and qn ↗ q∗0 as n→∞.

By Lemma 2.4 (ii) it follows that Up = Uqn+1 for any p ∈ (qn, qn+1]. For n ≥ 1 set

U∗qn+1
:= Uqn+1 \Uqn =

{
(di) ∈ Uqn+1 : (di) ends with α(qn) or α(qn)

}
.

It was shown in [12] that U∗qn+1
is dense in Uqn+1 for any n ≥ 1.

First we give a sufficient condition for the set U (x) to include isolated points.

Proposition 5.1. Let (q0, q
∗
0) be a connected component of (1,M +1]\U , and let {qn}∞n=1 =

V ∩ (q0, q
∗
0). Then for any

x ∈
∞⋃
n=1

⋃
p∈(qn,qn+1)

πp(U
∗
qn+1

)

the set U (x) contains at least one isolated point.

Proof. For n ≥ 1 let x ∈ πp(U∗qn+1
) for some p ∈ (qn, qn+1). In the following we will show that

p is an isolated point of U (x). Note by the definition of V that Φx(p) ∈ U∗qn+1
⊂ Uqn+1 = Up.

Then Φx(p) = (xi(p)) ∈ Up. Furthermore, by the definition of U∗qn+1
it follows that Φx(p)

ends with α(qn) = (a1 . . . ama1 . . . am)∞ for some m ≥ 1. So there exists N ∈ N such that

Φx(p) = x1(p) . . . xN (p)(a1 . . . ama1 . . . am)∞.
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Now suppose p ∈ (qn, qn+1) is not an isolated point of U (x). Then by Lemma 2.1 (i) there

exists a p′ ∈ U (x) ∩ (qn, qn+1) such that p′ 6= p and Φx(p′) = (xi(p
′)) coincides with Φx(p)

for the first N + 2m digits, i.e.,

(5.1) x1(p
′) . . . xN+2m(p′) = x1(p) . . . xN (p)a1 . . . ama1 . . . am.

Observe that Φx(p′) ∈ Up′ = Uqn+1 and α(qn+1) = (a1 . . . ama1 . . . am
+ a1 . . . ama1 . . . a

−
m)∞.

Then by (5.1) and Lemma 2.3 it follows that

Φx(p′) = x1(p) . . . xN1(p)(a1 . . . ama1 . . . am)∞ = Φx(p).

This implies p′ = p by Lemma 2.1 (i), leading to a contradiction with our hypothesis. So, p

is an isolated point of U (x). �

Recall from Section 1 that Xiso = {x > 0 : U (x) contains isolated points} . By Lemma 4.3

we see that U (x) = {qx} is a singleton for any x ≥ xG = M/(qG − 1). This implies that

[xG,∞) ⊂ Xiso. In the following result we show that the set Xiso is dense in [0, 1].

Lemma 5.2. For any x ∈ [0, 1] and any δ > 0 the intersection Xiso ∩ (x− δ, x+ δ) contains

an interval.

Proof. Take x ∈ [0, 1] and δ > 0. Then there exist y ∈ (x − δ
3 , x + δ

3) and an integer

N1 = N1(x, δ) > 0 such that the quasi-greedy expansion Φy(M + 1) = y1y2 . . . contains

neither N1 consecutive 0’s nor N1 consecutive M ’s. By Lemmas 2.3 and 2.4 (i) this implies

(5.2) (yi) ∈ Uq ∀q > pN1 ,

where pn is the root of
∑n

i=1
M
pin

= 1 in (1,M + 1). Clearly, pn ↗ M + 1 as n → ∞. Note

that the map

g : [pN1 ,M + 1]→ R; q 7→ πq((yi))

is continuous, and g(M + 1) = y. So there exists an integer N2 > N1 such that

(5.3) g(q) ∈
(
y − δ

3
, y +

δ

3

)
⊆
(
x− 2δ

3
, x+

2δ

3

)
∀q ∈ [pN2 ,M + 1].

Let (q0, q
∗
0) ⊂ [pN2 ,M+1] be a connected component of (1,M+1]\U , and write (q0, q

∗
0)\V =⋃∞

n=0(qn, qn+1). Take n ≥ 1. Recall from [12, Theorem 1.4] that the set U∗qn+1
is dense in

Uqn+1 with respect to the metric ρ defined in (1.4). Note by (5.2) that (yi) ∈ Uqn+1 . Then

there exists a sequence (zi) ∈ U∗qn+1
such that

(5.4) |πq((zi))− g(q)| = |πq((zi))− πq((yi))| <
δ

3
∀q ∈ (qn, qn+1).

Since (qn, qn+1) ⊂ [pN2 ,M + 1], by (5.3) and (5.4) it follows that

zq := πq((zi)) ∈ (x− δ, x+ δ) ∀q ∈ (qn, qn+1).

Furthermore, by using Proposition 5.1 we obtain that U (zq) contains isolated points for any

q ∈ (qn, qn+1). In other words, Xiso ∩ (x− δ, x+ δ) contains the sub-interval (zqn+1 , zqn). �
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In the following we consider isolated points of U (x) for x > 1. When M = 1 we show that

Xiso ⊃ (1,∞).

Proposition 5.3. Let M = 1. Then for any x > 1 the set U (x) contains isolated points.

Note by Lemma 4.3 that Xiso ⊃ [xG,∞). Thus it suffices to prove that Xiso covers (1, xG).

In the following we fix M = 1, and we will prove Proposition 5.3 in several steps. Let (q0, q
∗
0) =

(1, qKL) be the first connected component of (1, 2] \ U . Then V ∩ (q0, q
∗
0) = {q1, q2, q3, . . .}

satisfying

1 = q0 < q1 < q2 < q3 < · · · < q∗0 = qKL, and qn ↗ qKL as n→∞.

Furthermore, for each n ≥ 1 the base qn ∈ (1, qKL) admits the quasi-greedy expansion

(5.5) α(qn) = (τ1 . . . τ
−
2n)∞,

where (τi)
∞
i=0 = 01101001 . . . is the classical Thue-Morse sequence (cf. [6]).

The following property for the sequence (τi) is well-known (see, for example, [25]).

Lemma 5.4. For any integer n ≥ 0 we have

(i) τ2n+1 . . . τ2n+1 = τ1 . . . τ2n
+.

(ii) τ1 . . . τ2n−i ≺ τi+1 . . . τ2n 4 τ1 . . . τ2n−i ∀ 0 ≤ i < 2n.

Now we construct sequences in U∗qn+1
.

Lemma 5.5. For n ≥ 1 and k ≥ 1 let

cn,k := τ1 . . . τ2n−1(τ1 . . . τ2n−1
+)k(τ1 . . . τ2n

+)∞.

Then cn,k ∈ U∗qn+1
for all k ≥ 1.

Proof. Note by (5.5) that cn,k ends with (τ1 . . . τ
−
2n)∞ = α(qn). Then by Lemma 2.3 it suffices

to prove

(5.6) α(qn+1) ≺ σj(cn,k) ≺ α(qn+1) ∀j ≥ 1,

where σ is the left-shift map. Since α(qn+1) begins with τ1 . . . τ2n , we prove (5.6) by consid-

ering the following three cases.

(I). 1 ≤ j < 2n−1. Then (5.6) follows by Lemma 5.4 (ii), which implies that

τ1 . . . τ2n−1−j ≺ τj+1 . . . τ2n−1 4 τ1 . . . τ2n−1−j and τ1 . . . τj ≺ τ2n−1−j+1 . . . τ2n−1 .

(II). 2n−1 ≤ j < (k + 1)2n−1. Note that σ2
n−1

(cn,k) = (τ1 . . . τ2n−1
+)k(τ1 . . . τ2n

+)∞. Then

(5.6) again follows by Lemma 5.4 (ii), which implies that

(5.7) τ1 . . . τ2n−1−i ≺ τi+1 . . . τ2n−1
+ 4 τ1 . . . τ2n−1−i and τ1 . . . τi ≺ τ2n−1−i+1 . . . τ2n−1

for any 0 ≤ i < 2n−1.

(III). j ≥ (k + 1)2n−1. Then (5.6) follows from (5.7) with n− 1 replaced by n. �
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By the definition of cn,k it is easy to see that

cn,k ↗ cn,∞ := τ1 . . . τ2n−1(τ1 . . . τ2n−1
+)∞ as k →∞.

In the following lemma we construct sequences in U∗qn+1
that decrease to cn,∞.

Lemma 5.6. For n ≥ 2 and k ≥ 1 let

dn,k := τ1 . . . τ2n−1(τ1 . . . τ2n−1
+)k τ1 . . . τ2n−2

+ (τ1 . . . τ2n
+)∞.

Then dn,k ∈ U∗qn+1
for all k ≥ 1.

Proof. It is clear that dn,k ends with α(qn). Then by Lemma 2.3 it suffices to prove

(5.8) α(qn+1) ≺ σj(dn,k) ≺ α(qn+1) ∀j ≥ 1.

Since α(qn+1) begins with τ1 . . . τ2n , by Cases (I) and (II) in the proof of Lemma 5.5 we only

need to verify (5.8) for j ≥ k2n−1 + 2n−2. Observe by Lemma 5.4 (i) that

σk2
n−1+2n−2

(dn,k) = τ1 . . . τ2n−2τ1 . . . τ2n−2
+(τ1 . . . τ2n−1τ1 . . . τ2n−1)∞

= (τ1 . . . τ2n−1τ1 . . . τ2n−1)∞= α(qn).

Then by the same argument as in the proof of Case III in Lemma 5.5 it follows that (5.8)

holds for all j ≥ k2n−1 + 2n−2. This completes the proof. �

Clearly,

dn,k ↘ dn,∞ := τ1 . . . τ2n−1(τ1 . . . τ2n−1
+)∞ = cn,∞ as k →∞.

Now we are ready to prove Proposition 5.3.

Proof of Proposition 5.3. Let M = 1. By Lemma 5.5 and Proposition 5.1 it follows that

(5.9) Xiso ⊃
∞⋃
n=1

∞⋃
k=1

⋃
p∈(qn,qn+1)

πp(cn,k) =

∞⋃
n=1

∞⋃
k=1

(πqn+1(cn,k), πqn(cn,k)),

where the bases qn ∈ V are defined as in (5.5). Similarly, by Lemma 5.6 and Proposition 5.1

it follows that

(5.10) Xiso ⊃
∞⋃
n=2

∞⋃
k=1

⋃
p∈(qn,qn+1)

πp(dn,k) =
∞⋃
n=2

∞⋃
k=1

(πqn+1(dn,k), πqn(dn,k)).

In the following we will show that the unions in (5.9) and (5.10) are sufficient to cover (1, xG).

First we prove that the union in (5.9) covers (1, xG) up to a countable set. By (5.5) and

Lemma 5.4 (i) it follows that

πqn+1(cn,k+1) = πqn+1(τ1 . . . τ2n−1(τ1 . . . τ2n−1
+)k+1τ1 . . . τ2n−1(τ1 . . . τ2n−1τ1 . . . τ2n−1)∞)

< πqn+1(τ1 . . . τ2n−1(τ1 . . . τ2n−1
+)k+20∞)

= πqn+1(τ1 . . . τ2n02
n−1k τ1 . . . τ2n−1

+0∞) + πqn+1(02
n
(τ1 . . . τ2n−1

+)k0∞).

(5.11)
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On the other hand, by (5.5) we obtain

πqn(cn,k) = πqn(τ1 . . . τ2n−1τ1 . . . τ2n−1
+0∞) + πqn(02

n
(τ1 . . . τ2n−1

+)k0∞)

= 1 + πqn(02
n
(τ1 . . . τ2n−1

+)k0∞).
(5.12)

Since πqn+1(τ1 . . . τ2n02
n−1kτ1 . . . τ2n−1

+0∞) < 1 for any n ≥ 1, k ≥ 1, by (5.11) and (5.12) it

follows that πqn+1(cn,k+1) < πqn(cn,k). Therefore, the intervals Jk := (πqn+1(cn,k), πqn(cn,k))

with k ≥ 1 are pairwise overlapping. So,

(5.13)
∞⋃
k=1

(πqn+1(cn,k), πqn(cn,k)) = (πqn+1(cn,1), πqn(cn,∞)),

where we recall that cn,∞ = τ1 . . . τ2n−1(τ1 . . . τ2n−1
+)∞. Note by Lemma 5.4 (i) that

(5.14) cn,1 = τ1 . . . τ2n−1τ1 . . . τ2n−1
+(τ1 . . . τ2n

+)∞ = τ1 . . . τ2n(τ1 . . . τ2n
+)∞ = cn+1,∞.

Write zn := πqn(cn,∞). Then by (5.9), (5.13) and (5.14) it follows that

Xiso ⊃
∞⋃
n=1

(zn+1, zn).

Observe that z1 = πq1(c1,∞) = πq1(1∞) = xG. Furthermore, since qn ↗ qKL and cn,∞ ↘
τ1τ2 . . . as n→∞, we have

zn = πqn(cn,∞)↘ πqKL(τ1τ2 . . .) = 1 as n→∞.

Therefore,

Xiso ⊃ (1, xG) \ {zn : n ≥ 2} .

To complete the proof it remains to prove zn ∈ Xiso for all n ≥ 2. We will show that

all of these points zn belong to the union in (5.10). Recall that for n ≥ 2 the sequence dn,k

decreases to dn,∞ = cn,∞ as k →∞. Since dn,k and cn,∞ are both quasi-greedy qn-expansions,

by Lemma 2.1 (i) it follows that

(5.15) πqn(dn,k) > πqn(cn,∞) = zn ∀k ≥ 1.

On the other hand, since

lim
k→∞

πqn+1(dn,k) = πqn+1(cn,∞) < πqn(cn,∞) = zn,

by (5.15) there exists K ∈ N such that for all k ≥ K we have

(5.16) zn ∈ (πqn+1(dn,k), πqn(dn,k)) ⊂ Xiso ∀n ≥ 2.

This completes the proof. �

Remark 5.7. By Proposition 5.1 and (5.16) it follows that for any zn = πqn(cn,∞) with n ≥ 2

and for any k ≥ K the equation

(dn,k)pk = zn
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determines a unique pk ∈ (qn, qn+1), which is isolated in U (zn). This means that for each

n ≥ 2 the set U (zn) contains infinitely many isolated points.

Proof of Theorem 1.7. The theorem follows by Lemma 5.2 and Proposition 5.3. �

6. Final remarks and questions

At the end of this paper we pose some questions. In view of Theorem 1.1 it is natural to

ask the following question.

Question 1: Does Theorem 1.1 hold for any x > 0 and any q ∈ U ?

By Theorem 1.3 and Theorem 1.2 it follows that the bifurcation set of φ : x 7→ dimH U(x)

can be easily obtained from the bifurcation set of ψ : q 7→ dimH Uq. More precisely, x is a

bifurcation point of φ if and only if qx is a bifurcation point of ψ. The same correspondence

holds for the plateaus of φ and ψ. Motivated by Lemma 4.1 and the works studied in [12, 5]

we ask the following question.

Question 2: Can we describe the bifurcation sets of the set-valued map x 7→ U(x)? In

other words, can we describe the following sets

E1 = {x : U(y) 6= U(x) ∀y > x} and E2 = {x : dimH(U(x) \U(y)) > 0 ∀y > x}?

Although we can calculate the Hausdorff dimension of U(x) as in Theorem 1.5, we are not

able to determine the Hausdorff dimension of U (x) for x ∈ (1, xKL).

Question 3: What is the Hausdorff dimension of U (x) for x ∈ (1, xKL)?

Finally, for the isolated points of U (x) we have shown in Theorem 1.7 that Xiso is dense

in (0,∞) for M = 1. Our proof does not work for M ≥ 2 in the interval (1, xG).

Question 4: Is it true that Xiso is dense in (0,∞) for any M ≥ 2? We conjecture that

U (x) contains isolated points ⇐⇒ x ∈ (0, 1) ∪ (1,∞).

Up to now we know very little about the topological structure of U (x). Clearly, for x ≥ xG
the set U (x) = {qx} is a singleton.

Question 5: When is U (x) a closed set for x ∈ (0, xG)?
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