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4Université Paris Cité, CNRS, IRIF, F-75013, Paris, France Email: reza@irif.fr
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Abstract

For a graph G = (V,E), its exact-distance square, G[]2], is the graph with vertex set V and
with an edge between vertices x and y if and only if x and y have distance (exactly) 2 in G.
The graph G is an exact-distance square root of G[]2]. We give a characterization of graphs
having an exact-distance square root, our characterization easily leading to a polynomial-time
recognition algorithm. We show that it is NP-complete to recognize graphs with a bipartite
exact-distance square root. These two results strongly contrast known results on (usual) graph
squares. We then characterize graphs having a tree as an exact-distance square root, and from
this obtain a polynomial-time recognition algorithm for these graphs. Finally, we show that,
unlike for usual square roots, a graph might have (arbitrarily many) non-isomorphic exact-
distance square roots which are trees.

1 Introduction

The notion of graph power is a fundamental one in graph theory. Given a graph G and a positive
integer p, the power graph Gp is the graph with vertex set V and with an edge between vertices x
and y if and only if x and y have distance at most p in G. We say that G2 is the square of G, and
that G is a square root of G2. Since the introduction of the concept of powers, a key issue has been
to characterize and efficiently recognize graphs which have square root. In 1967, Mukhopadhyay
[23] characterized graphs having at least one square root. This result was generalized by Geller
[12] who characterized digraphs having at least one square root. Yet this characterization does not
lead to an efficient recognition algorithm. Moreover, in 1994, Motwani and Sudan [22] proved that
the problem of deciding whether a graph has a square root is NP-complete.

In the paper in which the notion of square was first introduced, Ross and Harary [29] charac-
terized squares of trees. This characterization does lead to a polynomial-time (in fact, linear-time)
algorithm to recognize squares of trees, as proved by Lin and Skiena [20] (see Lau [18] for a different
such algorithm). Going beyond trees, for any graph class C, the C-root-problem has as instance a
graph G, and as task that of deciding whether G has a square root H which satisfies H ∈ C. This
problem has been amply studied [5, 7, 9, 13, 19]. Particularly interesting is the result of Lau [18]
that the problem is in P when C is the class of bipartite graphs; it had been conjectured by Mot-
wani and Sudan [22] that this problem would be NP-complete. Also remarkable is the recent result
of Dvořák, Lahiri, and Moore [6] that the problem is NP-complete when C is the class of 6-apex
graphs, and thus it can be NP-complete on sparse graph classes.

In this paper we consider the following refinement of the notion of graph power. For a graph
G = (V,E) and a positive integer p, the exact distance-p graph G[]p] is the graph with vertex set V
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and with an edge between vertices x and y if and only if x and y have distance (exactly) p in G.
In other words, G[]p] is obtained from Gp by removing the edges of Gp−1. This notion has received
increased attention in recent years, mostly from a graph coloring perspective [10, 3, 28, 17, 2],
but also through algorithmic [27] and structural [4, 11] perspectives. A result [14, 24] which has
sparked much of this research is the following. Let C be a (proper) minor closed class of graphs.
For every integer p ≥ 1, there exists a constant N = N(C, p) such that χ(G[]p]) ≤ N if p is odd and
χ(G[]p]) ≤ N ·∆(G) if p is even. This result actually extends to any class with bounded expansion,
and gives a more refined view on known results on the chromatic numbers of graph powers.

We say that G[]2] is the exact-distance square of G, and that G is an exact-distance square
root of G[]2]. We study the characterization of graphs which have an exact-distance square root
within a particular graph class. Moreover, we study the C-exact-distance-root problem, which has
as instance a graph G, and as task that of deciding if G has an exact-distance square root H which
satisfies H ∈ C.

We first consider the class of all graphs, and obtain the following characterization. Here we let
G denote the complement of a graph G.

Theorem 1.1. A graph G has an exact-distance square root if and only if G is equal, as a labelled

graph, to G
[]2]

.

This characterization immediately gives a quadratic-time algorithm for the C-exact-distance-
root problem, when C is the class of all graphs (simply, compute the exact-distance square of the
complement of G and check the equality). Moreover, this algorithm can additionally output an
exact-distance square root if there is one, at no additional computational cost.

Together with the previous result, the following helps to grasp the strong contrast between
squares and exact-distance squares.

Theorem 1.2. The C-exact-distance-root problem is NP-complete when C is the class of bipartite
graphs.

We also characterize graphs which are the exact-distance square of some bipartite graph (see
Theorem 3.2), and graphs which are the exact-distance square of some triangle-free graph (see
Theorem 3.3). Whether the C-exact-distance-root problem is NP-complete or not for the class of
triangle-free graphs, we leave as an open problem.

We then turn our attention to exact-distance squares of trees. We characterize graphs which
are exact-distance squares of trees (see Corollary 4.7) and, based on this characterization, provide
the following result.

Theorem 1.3. There is a polynomial-time algorithm for the C-exact-distance-root problem when
C is the class of all trees.

In fact, this algorithm can be extended to obtain a tree exact-distance square root if there is
one, also in polynomial time (see Section 5).

We end the paper with another result that contrasts with known result on squares. Ross and
Harary [29], and later Lau [18], proved that tree square roots, when they exists, are unique up
to isomorphism. Farzad, Lau, Le and Tuy [8] showed that this holds beyond tree square roots to
square roots with girth at least 7, and Adamaszek and Adamaszek [1] further showed that this
holds for square roots with girth at least 6, a result which is best possible. We show that for
exact-distance squares this does not hold even for trees, that is, a graph might have (arbitrarily
many) non-isomorphic exact-distance square roots which are trees.

Theorem 1.4. For every m ≥ 2, there is a graph with at least m! nonisomorphic exact-distance
square roots which are trees.

The rest of the paper is organized as follows. In Section 2 we prove Theorem 1.1 and show
how to extend it to digraphs. In Section 3 we prove Theorem 1.2, and give a characterization
of exact-distance squares of bipartite graphs and a characterization of exact-distance squares of
triangle-free graphs. In Section 4 we characterize exact-distance squares of trees, and in Section 5
we use this characterization to prove Theorem 1.3. Finally, in Section 6 we prove Theorem 1.4.
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We now clarify some notation and definitions. We consider only finite and simple graphs. A
block in a graph G is a maximal subgraph without cut-vertices. A connected graph is a said to be
clique-tree if each of its blocks is a complete graph, equivalently, if each cycle induces a complete
graph.

2 Exact-distance squares of (di)graphs

In this section we prove Theorem 1.1 which characterizes graphs which have some exact-distance
square root. After this, we mention how this result extends to digraphs.

Proof of Theorem 1.1. The sufficiency is obvious. It remains to show the necessity. Assume that
G has an exact-distance square root H, i.e., G = H []2]. Note that V (G) = V (H) = V (G). Since an
adjacent pair of vertices in H are at distance 1, and not 2, they are not adjacent in G, thus H ⊆ G.

Similarly, since an adjacent pair of vertices in G
[]2]

are not adjacent in G, we have G
[]2] ⊆ G. For

a pair x, y of adjacent vertices in G, since G = H []2], they must be at distance exactly 2 in H and,

by the definition of the complement, they must be at distance at least 2 in G
[]2]

. But since H ⊆ G,

they should be at distance exactly 2 in G
[]2]

as well. Thus G ⊆ G[]2]
. This implies G = G

[]2]
.

Following the same proof, Theorem 1.1 can be extended to digraphs with the following (natural)
extensions of the definitions. In a digraph D the distance of the ordered pair (x, y) is the length of
a shortest directed path starting at x and ending at y. When there is no such a path, the distance
of (x, y) is ∞. The exact-distance square of a digraph D is a digraph on the same set of vertices,
with (x, y) being an arc if and only if the distance of (x, y) is 2 in D. The complement of a digraph
D contains all arcs (x, y), x 6= y, which are not arcs of D.

3 Exact-distance squares of bipartite graphs

The result from the previous section tells us that for the class C of all graphs, while the C-root
problem is NP-hard, the C-exact-distance-root problem can be solved in quadratic time. Here
we show that the roles are reversed when we consider the class B of all bipartite graphs. For the
B-root problem, Lau [18] provided a polynomial-time algorithm. In contrast, we show that B-exact-
distance-root problem is among NP-complete problems. After this, we characterize graphs which
are the exact-distance square of some bipartite graph and graphs which are the exact-distance
square of some triangle-free graph.

Our reduction is from the clique-edge-cover problem defined as follows. Given a graph G, a
collection C1, C2, . . . , Ck of its clique subgraphs is said to form k-clique edge cover if each edge
of G belongs to at least one Ci, 1 ≤ i ≤ k. The clique-edge-cover problem takes as input a pair
(G, k) of a graph G and a positive integer k and outputs YES if G admits a k-clique edge cover,
NO otherwise. It is shown in [16] and [25] that the clique-edge-cover problem is an NP-complete
problem. Here we show a polynomial time reduction from this problem to the B-exact-distance-root
problem, proving that the problem of deciding if a given graph admits a bipartite exact-distance
square root is also NP-hard.

Proof of Theorem 1.2. Note that the problem is in NP since computing exact-distance square of
a given (bipartite) graph can be done in polynomial time. To complete the proof, given a pair
(G, k) of a connected graph and a positive integer k, we build an auxiliary graph Gk whose order is
polynomial in the order ofG and k and we show thatG admits a k-clique edge cover if and only ifGk

admits bipartite exact-distance square root. We note that the assumption on connectivity does
not change the nature of the k-clique edge cover problem, because if G consists of two disconnected
parts G1 and G2, we only need to consider the problems (G1, k1) and (G2, k − k1) for all choices
of 0 ≤ k1 ≤ k.

The graph Gk is built from G by first adding a universal vertex to it, i.e, a new vertex u which is
joined to all vertices in G, and then adding a disjoint k-clique whose vertices we label c1, c2, . . . , ck.
Clearly the order of Gk is polynomial in terms of the input (G, k). What remains to show is that
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the graph Gk admits a bipartite exact-distance square root B if and only if G admits a k-clique
edge cover.

To prove this claim we first assume that G has a k-clique edge cover C1, . . . , Ck. An example of a
bipartite exact-distance square root B of Gk is as follows. Vertices of B are V (G)∪{u, c1, c2, . . . , ck}
with V (G)∪{u} forming one part and {c1, c2, . . . , ck} forming the other part. Edges of B consists
of EB = {uci : 1 ≤ i ≤ k} ∪ {civ : v ∈ Ci, 1 ≤ i ≤ k}. Let us verify that Gk = B[]2]. An adjacent
pair (x, y) of vertices of G must be in clique Cj , thus they are both adjacent to the vertex cj of
B and hence adjacent in B[]2]. A nonadjacent pair (x, y) of vertices of G do not belong to any
clique, and thus have no common neighbor in B, consequently they are not adjacent in B[]2]. As
each vertex ci is adjacent to u (in B), they form a clique in B[]2]. Finally, since G is assumed to be
connected, each vertex x of G is incident to some edge and thus belong to some Cj . That implies
that xcju is path of length 2 in B, concluding that u is adjacent to all vertices x of G in B[]2]. In
conclusion we have Gk = B[]2].

To complete the proof, we assume that there exists a bipartite graph B satisfying Gk = B[]2].
As G is connected and, in Gk, the vertex u is connected to vertices of G, vertices in V (G) ∪ {u}
must all be in the same part of B. On the other hand, each pair (ci, cj) of vertices in {c1, c2, . . . , ck}
must have a common neighbor which cannot be in {c1, c2, . . . , ck} as it induces a clique in B[]2].
Thus each such pair has a common neighbor in part V (G) ∪ {u} and hence they form the other
part of B. Let Ci = N

B
(ci)− u. We claim that {C1, C2, . . . , Ck} forms a k-clique edge cover of G.

That Ci induces a clique in Gk is consequence of the fact that its elements are vertices from same
part of B, thus no two of them are adjacent, but as any two are adjacent to ci, they are pairwise
at distance 2 in B. That any edge xy is in at least one Ci is by the fact that they must be at
distance 2 in B and their common neighbor can only be a vertex in {c1, c2, . . . , ck}.

Though we have just shown that deciding if a graph has a bipartite exact-distance square root
is an NP-complete problem, we provide a characterization of these graphs as it may help in the
development of new results or algorithms. This characterization is first guided by the observation
that in the exact-distance square of a bipartite graph B there is no connection between vertices in
different parts, and that the neighborhood of each vertex in B forms a clique in B[]2]. The exact
statement of the characterization, Theorem 3.2, is based on the notion of clique-dual pairs defined
as follows. Given a pair F and F ′ of graphs with no isolated vertices, we say F ′ is a clique-dual
of F if it admits a clique edge cover Cl1, . . . , Cln labeled by the vertices of F such that each edge
of F ′ belongs to at least one clique and vi ∼ vj in F if and only if Cli ∩Clj 6= ∅. It is not hard to
build examples of nonisomorphic clique-duals or graphs which admit no clique-dual. However, the
following holds.

Proposition 3.1. Given graphs F and F ′ if F ′ is a clique-dual of F , then F is also a clique-dual
of F ′.

Proof. Let v1, v2, . . . , vn be the vertices of F and Cl1, . . . , Cln a set of cliques in F ′ presenting it as a
clique-dual of F . Let u1, u2, . . . , uk be the vertices of F ′. Given a vertex ui of F , let Cli1 , . . . , Clil
be the set of cliques each of which contains ui. We claim that the set {vi1 , vi2 , . . . , vil} of the
vertices in F form a clique Cl′i. That is because the cliques corresponding to any two of these
vertices have at least ui in common. Let vavb be an edge of F . Then there exist a ur ∈ Cla ∩Clb.
Hence Cl′r contains both va and vb. Thus the collection Cl′i, i = 1, 2, . . . , k, is a clique edge cover of
F . It remains to show that vertices ui and uj of F ′ are adjacent (in F ′) if and only if Cl′i∩Cl′j 6= ∅.
If ui ∼ uj , then, since Cl1, . . . , Cln is an edge cover of F ′, there is a clique, say Cl1, that contains
both ui and uj . Then, by our choice, Cl′i and Cl′j both contain the vertex v1. For the inverse,
assume v1 is a common element of Cl′i and Cl′j . That means ui and uj are both in Cl1, but then
they must be adjacent.

Theorem 3.2. A graph G with no isolated vertex has a bipartite exact-distance square root if and
only if it consists of two disjoint parts F and F ′ such that there is no connection between the two
and that F ′ is a clique-dual of F .

Proof. Given a connected bipartite graph H with X and Y being the vertex sets of the two parts,
H []2] consists of two connected parts one induced by X and another induced by Y . These two are
easily observed to form a clique-dual pair. Thus the only if part of the theorem follows easily.
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Now let F and F ′ be the pair of clique-dual graphs forming G. Assume that v1, v2, . . . , vn are
the vertices of F , and let u1, u2, . . . , uk be the vertices of F ′. Furthermore, let Cl1, . . . , Cln be the
cliques of F ′ providing the clique-dual relation. Let H be the bipartite graph with v1, v2, . . . , vn
forming vertices of one part and u1, u2, . . . , uk forming the vertices of the other part, with vi being
adjacent to all uj in Cli. We claim that G = H []2]. We first consider the subgraph of G induced
by vertices v1, v2, . . . , vn. If vertices vi and vj are adjacent in G, then the clique Cli and Clj must
have a common vertex, say uij . Thus in H both vi and vj are connected to uij and, hence, noting
that H is bipartite, they are at distance 2 in H. Conversely, if vi and vj are not adjacent in G, then
they cannot have a common neighbor in H as otherwise they must belong to the corresponding
clique of the common vertex. Thus v1, v2, . . . , vn induce the component F of G. Next we consider
vertices u1, u2, . . . , uk. If ui is adjacent to uj in G, then they are in a clique Cll of F ′. Then they
have vl as a common neighbor in H, and, as H is bipartite, they are at distance 2 in H. If ui and
uj are not adjacent in G, then they cannot have a common neighbor in H, as if a vertex, say vl,
was a common neighbor, then they both must have been in Cll, which means they must have been
adjacent in G.

We end this section by providing a characterization of exact-distance squares of triangle-free
graphs, which has a very similar taste to the one of the previous theorem.

Theorem 3.3. A graph G on vertices v1, v2, . . . , vn admits a triangle-free exact-distance square
root if and only if it has a collection of cliques Cl1, Cl2 . . . , Cln satisfying the following properties:

• vi 6∈ Cli, for each i

• if vi ∈ Clj, then vj ∈ Cli for each pair i, j,

• vi ∼ vj if and only if Cli ∩ Clj 6= ∅.

• For each i ∈ [n], and for each pair vj , vk of vertices of Cli we have vj 6∈ Clk.

Proof. For the easier direction, assume H is a triangle-free exact-distance square root of G, thus,
by the definition, V (H) = V (G). It is then enough to take Cli = NH(vi). Observe that if H is
triangle-free, then NH(vi) induces a clique in G. If vi ∼ vj (in G), then in H they are at distance
2. Let x be a common neighbor, then x ∈ Cli ∩Clj . Conversely, if there is a vertex x in Cli ∩Clj ,
then vi and vj are at distance at most 2 in H, but since H is triangle-free, they are indeed at
distance exactly 2 and thus adjacent in G. To check that the last condition holds, note that if
vj and vk are both neighbors of vi, since H is triangle-free, vj is not adjacent to vk in H and,
therefore, vj 6∈ Clk.

For the other direction, let Cl1, Cl2 . . . , Cln be a collection of the cliques satisfying the prop-
erties. We construct a graph H as follows and show that it is an exact-distance square root of G
and that it has no triangle. For the vertices we take V (H) = V (G). For the edges, each vertex
vi is adjacent to all vertices in Cli. The first condition implies that H has no loop. The second
condition implies that Cli = NH(vi). The third condition implies that if vi and vj are at distance
2 in H, then they are adjacent in G because their common neighbor(s) will be in both Cli and
Clj , thus indeed H []2] = G. Finally, using the last condition we show that H must be triangle-free.
That is because, if vi is adjacent to vertices vj and vk in H (i.e., vj , vk ∈ Cli), then by the last
condition vj 6∈ Clk and, therefore, by the construction of H, vj is not adjacent to vk in H.

4 Characterizing exact-distance squares of trees

In this section we prove Corollary 4.7, a characterization of exact-distance squares of trees.
We will use this characterization, in the next section, to provide a polynomial-time algorithm to
recognize exact-distance squares of trees.

Theorem 4.1. Let T be a non-trivial tree. Then T []2] consists of two connected components each
of which is a clique-tree.
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Proof. Since T is connected and bipartite, T []2] consists of two connected components, say T1 and
T2, one induced by each part of T . Applying the proof of Theorem 3.2 T1 is covered by a set of
cliques that are labeled by the vertices of T2, where the clique corresponding to the vertex v is
induced by the neighbors of v in T .

To see that T1 is a clique-tree, assume (toward a contradiction) that there is cycle in T1 which
does not induce a complete graph and let C be a shortest of all such cycles. Then, on the one hand,
C uses at most two vertices from each clique of T1 as otherwise one can find a shorter cycle, noting
moreover that any such a pair of vertices must be consecutive vertices of C. On the other hand,
each edge uv of C must be in one of the selected cliques because it represents a pair of common
nieghbors of a vertex, say x in T2. Hence, x is not adjacent to any other vertex of C. Then we
consider the cycle C ′ obtained from C where each edge uv is replaced with the 2-path u− x− v.
This cycle C ′ however must be a cycle of T , contradicting the fact that T is a tree.

So among all graphs which are disjoint union of two clique-trees, we aim at distinguishing which
are the exact-distance squares of trees. cut-vertices will naturally play a key role, and in particular
we will need the following.

Lemma 4.2. A vertex v of tree T is a cut-vertex of T []2] if and only if it has at least two non-leaf
neighbors in T .

Proof. As T []2] is a union of two clique-trees, if v is a cut-vertex of T []2], then there are at least
two blocks B1 and B2 such that v ∈ B1 ∩ B2. Each of these two blocks then corresponds to the
set of neighbors of vertices say w1 and w2. These are the two neighbors of v that are not leaves.
Conversely, if w1 and w2 are two non-leaf neighbors of v, then the cliques B1 and B2 corresponding
to w1 and w2 will become disconnected after removing v.

Corollary 4.3. If v ∈ T []2] is in k blocks of T []2], then v has at least k neighbours in T .

Let W be a clique-tree. We define the canonical tree of W , denoted, TW as follows. For each
block B in W we create a new vertex vB and set V (TW ) = V (W ) ∪ {vB |B is a block of W}, and
E(TW ) = {{u, vB}|B is a block of W and u ∈ B}. If vB is the vertex in TW corresponding to the
block B of W , then we say that vB arises from B in TW . We first show that these graphs are
indeed trees.

Lemma 4.4. Let W be a clique-tree. Then TW is a tree.

Proof. Let {u1, . . . , un} be the vertices of W and {B1, . . . , Bm} its blocks. Since W is connected
it is not hard to see that TW is connected. Now, towards a contradiction, we assume that TW has
a cycle. Let C be a shortest cycle in TW . The cyclic ordering of the vertices of C alternates in
the following form: ui1vBj1

ui2vBj2
. . . uikvBjk

ui1 . It follows that ui1ui2 . . . uikui1 is cycle of W , but
then they are in the same block, contradicting that C is a cycle of TW .

We pause briefly to reap the following characterization of clique-trees.

Theorem 4.5. A graph is a clique-tree if and only if it is isomorphic to a component of the
exact-distance square of some tree.

Proof. It is not hard to see that every clique-tree W is a component of T
[]2]
W (and, by the previous

lemma, TW is a tree). The other direction is given by Theorem 4.1.

We now want to tell whether the disjoint union of two given clique-trees W1 and W2 is the
exact-distance square of some tree. We would like to assign to each clique of W1 a vertex v in W2

such that the clique would represent the neighborhood of v in a tree. This, of course, is reminiscent
of the way we construct the canonical tree of a clique-tree. Indeed, if we consider the exact-distance
square of TW1

, one of its components will be W1, and if the other one turns out to be isomorphic
to W2, then we can immediately tell that W1 and W2 form the exact-distance square of some tree.
But it might happen that W1 and W2 form the exact-distance square of some tree but W1 is not

isomorphic to any component of T
[]2]
W2

, and W2 is not isomorphic to any component of T
[]2]
W1

(see

Figure 1, for an example). In this case, however, the component of T
[]2]
W1

which is not W1 will always
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be a subgraph of W2. In such a case if we find an adequate isomorphism from this component to
some subgraph of W2, then we will be able to “complete” (through Procedure 1) the canonical
tree of W1 into a tree exact-distance square root of the union of W1 and W2. What we mean by
an adequate isomorphism is made explicit in the theorem below, which is the last step towards
our characterization of exact-distance squares of trees. Here, given a subset S of the vertices of
graph G, the set of cut-vertices of G in S is denoted by CV(S).

T [♯2]

W1

W2

W1 Ŵ2

TW1 T
[♯2]
W1

TW2

W2 Ŵ1

T
[♯2]
W2

T

Figure 1: A tree T and its exact-distance square with components W1 and W2. Here W1 is not

isomorphic to any component of T
[]2]
W2

, and W2 is not isomorphic to any component of T
[]2]
W1

.

Theorem 4.6. Let G be a disjoint union of two clique-trees W1 and W2. Let Ŵ2 be the component

of T
[]2]
W1

which is not W1. Then there exists a tree T such that T []2] = G if and only if there is an

isomorphism ϕ of Ŵ2 to a subgraph of W2 satisfying the following two conditions:

(1) For every vertex v ∈ Ŵ2 we have that dTW1
(v) is at least the number of blocks to which ϕ(v)

belongs in W2

(2) If we have x ∈ CV(W2), then we have x ∈ ϕ(Ŵ2)

A key element of our proof of this theorem is Procedure 1, which given an isomorphism satisfying
conditions (1) and (2) “completes” TW1

into a tree T having G as its exact-distance square. Before
going into the proof let us exemplify how this algorithm works. In Figure 2 we have a graph G
which is the disjoint union of two clique-trees W1 and W2. Let us assume that this graph is given
as an input for Procedure 1, together with TW1 and an isomorphism ϕ satisfying the conditions of
the theorem. The component W2 has exactly one cutvertex called x. The preimage of x through ϕ
is v. (Note that w could not be the preimage of x, because otherwise Condition (1) of the theorem
would not be satisfied). In the proof, for a block B we let AB be the set of the vertices in B which
have no preimage by ϕ. In W2 the only block that is considered in the second for loop is the block
that contains y (for y ∈ B \ (AB ∪ {x}) 6= ∅ if B is that block). This loop creates a new tree T
from TW1 by adding each vertex of the block of y that does not have a preimage, (in this case just
a1) and making it adjacent to z. The other two blocks of W2 are considered in two subsequent
iterations of the third for loop, and the image shows how the tree T is updated in this iterations.
Note that the final tree obtained satisfies T []2] = G.

Proof. We first assume that there exists T such that T []2] = G. Consider an arbitrary vertex
v ∈ V (Ŵ2). This vertex can be seen as arising in TW1 from a block Bv of W1.
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Since G is exact distance square of a bipartite graph (T ), and following Theorem 3.2, W1 and
W2 are clique-dual. Thus there exists a vertex x in W2 such that Bv = W1[NT (x)], noting that
this set is uniquely determined because T is a tree. Let

S = {x ∈ V (W2) | ∃v ∈ Ŵ2 which arises from W1[NT (x)] in TW1
}.

We define ϕ : V (Ŵ2)→ S such that

ϕ(v) = x if and only if v arises from W1[NT (x)] in TW1
.

Since a block is induced by the neighborhood of a unique vertex, ϕ is well defined and is a bijection.
We first show that ϕ is an isomorphism. Having uv ∈ E(Ŵ2) is equivalent to having two

blocks Bu and Bv in W1, such that u and v arise in TW1
from Bu and Bv, respectively, and

satisfy Bu ∩ Bv 6= ∅. But Bu and Bv are induced in W1 by the neighborhood in T of ϕ(u) and
ϕ(v), respectively, and if these two neighborhoods intersect, then we have ϕ(u)ϕ(v) ∈ E(W2). So
uv ∈ E(Ŵ2) is equivalent to ϕ(u)ϕ(v) ∈ E(W2).

To show we have (1), let v ∈ V (Ŵ2). Notice that dTW1
(v) = |V (Bv)|, where Bv is the block in

W1 such that v arises from Bv in TW1
. By definition of ϕ, Bv = W1[NT (ϕ(v))]. This easily gives

dT (ϕ(v)) = |V (B̂v)|. Since we have dTW1
(v) = dT (ϕ(v)), by Corollary 4.3 we obtain (1). To prove

(2) we take a vertex x ∈ CV(W2). Notice that the neighborhood of x in T induces a block B in
W1, and then there exists a vertex vB ∈ Ŵ2 which arises from B in TW1 . Then, by definition of ϕ,
we have that ϕ(vB) = x.

G

W1 W2

W1 Ŵ2

TW1 T
[♯2]
W1

φ(Ŵ2) ⊆ W2

Procedure 1

x

y

wvz

x

y

a1

a3

a2

wv

z

a1

a3

a2

a1

a2

h1

h2

h2

h2

h1

h1 h1

z z

a1

a2

a3 h2

a1

Iteration of second for loop

First iteration of third for loop Second iteration of third for loop

h1

h2

z

Figure 2: Constructing, through Procedure 1, a tree which is the exact-distance square root of a
given graph G

For the other direction, we assume that there exists an isomorphism ϕ of Ŵ2 to a subgraph
of V (W2) which satisfies (1) and (2). Then starting from TW1

, we construct a tree T such that
T []2] = G.
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Notice that since ϕ is an isomorphism, and W2 and Ŵ2 are clique-trees, we have ϕ(CV(Ŵ2)) ⊆
CV(W2). First we consider the case where W2 has no cut-vertex. In this case Ŵ2 has no cut-vertex
either. Then W2 and Ŵ2 have only one block and |V (Ŵ2)| ≤ |V (W2)|. Let w ∈W1 be the unique
vertex whose neighborhood in TW1 induces Ŵ2. We add to TW1 all the vertices of W2 \ ϕ(Ŵ2) as
leaf-neighbours of w. The new tree satisfies that its exact-distance square is isomorphic to G.

Suppose then thatW2 has at least one cut-vertex. By (2) we have that for any x ∈ CV(W2) there
exists v ∈ Ŵ2 such that ϕ(v) = x. For every block B of W2 we let AB = {w ∈ B|w ∈W2 \ϕ(Ŵ2)},
that is, AB is the set of the vertices in B each of which does not have a preimage by ϕ.

Based on the notation, we now introduce Procedure 1 using which we can build the tree T
whose exact distance square is G. The proof of the correctness of the procedure is followed.

Procedure 1 EXACT-DISTANCE SQUARE ROOT TREE COMPLETION

Input: TW1
, G, ϕ as in Theorem 4.6

Output: T tree such that T []2] ∼= G
1: F ← ∅
2: T ← TW1

3: for x ∈ CV(W2) do
4: v ← ϕ−1(x)
5: for B block in W2 such that x ∈ B and B \ (AB ∪ {x}) 6= ∅ do
6: Let y ∈ B \ (AB ∪ {x})
7: w ← ϕ−1(y)
8: Let z ∈ T be such that z ∈ NTW1

(v) ∩NTW1
(w)

9: if z /∈ F then
10: V (T )← V (T ) ∪AB

11: E(T )← E(T ) ∪ {az|a ∈ AB}
12: F ← F ∪ {z}
13: end if
14: end for
15: for B block in W2 such that x ∈ B and B \ (AB ∪ {x}) = ∅ do
16: Let h ∈ NTW1

(v) \ F
17: V (T )← V (T ) ∪AB

18: E(T )← E(T ) ∪ {ah|a ∈ AB}
19: F ← F ∪ {h}
20: end for
21: end for
22: return T

Consider x ∈ CV(W2) and let v be its preimage by ϕ. In the case where B satisfies B \ (AB ∪
{x}) 6= ∅ we take y ∈ B \ (AB ∪ {x}) with its preimage w. Since ϕ is an isomorphism we have
that vw ∈ E(Ŵ2) and then we can take the unique vertex z ∈ NTW1

(v) ∩ NTW1
(w). If z /∈ F ,

then we add the vertices of AB to T , each as a leaf-neighbor of z. If T was already a tree, then
this operation clearly keeps it so: indeed, since we must have z ∈ V (W1), in this case we only add
leaves to a vertex of TW1 .

Observe that for the chosen vertex x, and for each block that contains x, the procedure will
add at most one vertex to F . Then, by condition (1) of the theorem, there is always a vertex
h ∈ NTW1

(v) \F in the case when B \ (AB ∪{x}) = ∅. To this vertex h we join the vertices of AB

as leaves. Since we have x ∈ CV(W2) ⊆ V (W2) and h ∈ NTW1
(v), we must have h ∈ V (W1). Thus,

again, all we do in the third for loop is add leaves to a vertex of TW1 . Altogether, the output T is
indeed a tree. Moreover, since we assume CV(W2) 6= ∅, we have that every block in W2 contains
at least one cut-vertex, so in this process we add to TW1

all the vertices in W2 \ ϕ(Ŵ2) as leaves.
To finish the proof, we need to show that T []2] is isomorphic to G. We define ψ : V (T []2]) →

V (G) such that ψ(v) = v if v ∈ V (W1) ∪ V (W2) \ (V (ϕ(Ŵ2))), or ψ(v) = ϕ(v) if v ∈ V (Ŵ2). Let
us see that ψ is an isomorphism. It is clear that ψ is a bijection. Now let ψ(u)ψ(v) ∈ E(G). There
are only four possible cases:

Case 1: ψ(u), ψ(v) ∈ V (W1). Since T was obtained from TW1
by merely adding leaves to

vertices in W1, having ϕ(u)ϕ(v) = uv ∈ E(W1) is equivalent to uv ∈ E(T []2]).
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Case 2: ψ(u), ψ(v) ∈ V (W2) \ V (ϕ(Ŵ2)). In this case ϕ(u)ϕ(v) = uv ∈ E(W2 \ ϕ(Ŵ2)) which
is equivalent to that there exists a block B in W2 such that u, v ∈ AB . By Procedure 1, this is
equivalent to uv ∈ E(T []2]).

Case 3: ψ(u), ψ(v) ∈ V (ϕ(Ŵ2)). In this case we have ψ(u)ψ(v) = ϕ(u)ϕ(v) ∈ E(ϕ(Ŵ2)) and,
since ϕ is an isomorphism, this is equivalent to having uv as an edge in Ŵ2. In turn, this is
equivalent to having uv ∈ E(T []2]).

Case 4: ψ(u) ∈ V (W2) \ V (ϕ(Ŵ2)) and ψ(v) ∈ V (ϕ(Ŵ2)). In this case ψ(u)ψ(v) = uϕ(v) ∈
E(W2). This is equivalent to there being a block B in W2 containing uϕ(v) and such that u ∈ AB .
But in the algorithm u is added to T as a neighbour of a vertex z which is neighbour of v. In other
words, uϕ(v) ∈ E(W2) is equivalent to uv ∈ E(T []2]).

The result follows.

Corollary 4.7. A graph is an exact-distance square of some non-trivial tree if and only if it has
two components W1 and W2, each of them a clique-tree, such that there exists an isomorphism ϕ

from T
[]2]
W1
\W1 to a subgraph of V (W2) such that

(1) For every vertex v ∈ V (TW1
\W1) we have that dTW1

(v) is at least the number of blocks to
which ϕ(v) belongs in W2.

(2) If we have x ∈ CV(W2), then x belongs to the image of ϕ.

5 Recognizing exact-distance squares of trees

In this section we use the last stated result to prove Theorem 1.3, that is, to give a polynomial-
time algorithm to decide, for a given a graph G, if there exists a tree T such that T []2] = G.

In [21] Matula gave a polynomial-time algorithm to decide if a tree S on nS vertices is isomorphic
to any subtree of a tree T on nT vertices. We modify “Algorithm A” of his paper to obtain an
algorithm which, given a graph G, decides if G has an exact-distance square root which is a tree.
We note at the end how this algorithm may also produce one such a tree.

We will first sketch Matula’s algorithm and for this we need some definitions and a key result
from [21]. For a tree T and r ∈ V (T ), we denote by T [r] the tree T rooted at r. For u, v such
that uv ∈ E(T ), we define the limb T [u, v] as the maximal subtree of T containing the edge uv in
such a way that u is a leaf of the subtree, and where u is assigned as the root. The height of a
limb T [u, v] is the largest distance of any vertex of T [u, v] to its root u. For a rooted tree T [u], the
limbs of T [u] are the limbs T [v, w] where v is either u or in between u and w.

Let S and T be trees with x, y ∈ V (S) and u, v ∈ V (T ). The rooted tree S[x] is isomorphic to
the rooted tree T [u] if there is an isomorphism of S to T which takes x into u. An isomorphism of
the limb S[x, y] to a limb of T [u, v] is called a limb embedding of S[x, y] in T [u, v]. If there is such
a limb embedding, then we say that S[x, y] can be embedded in T [u, v]. Let a1, a2, . . . , ap be the
neighbors of y in S[x, y]− x, and b1, b2, . . . , bq, the neighbors of v in T [u, v]− u. The highest-limbs
matrix associated with S[x, y] and T [u, v] has rows corresponding to the limbs S[y, ai], 1 ≤ i ≤ p,
and columns corresponding to the limbs T [v, bj ], 1 ≤ j ≤ q, and its position (S[y, ai], T [v, bj ]) has
value 1 if S[y, ai] can be embedded in T [v, bj ] and 0 otherwise.

For a 0, 1-matrix on p× q entries, p ≤ q, a bipartite matching is a set of unit entries no two of
which are from the same column or from the same row. A maximum bipartite matching is complete
for the rows if there are p unit entry positions in the bipartite matching, one for each row.

The following theorem is central to the subtree-isomorphism algorithm in [21].

Theorem 5.1 (Matula [21]). The limb S[x, y] is isomorphic to a rooted subtree of the limb T [u, v] if
and only if the associated highest-limbs matrix has a maximum bipartite matching which is complete
for the rows.

To complete the ingredients of Matula’s algorithm we need the following definition. The limb
embedding matrix M(S[x, y], T ) has a row for each of the nS − 1 limbs of the rooted tree S[x, y]
and a columns for each of the 2(nT − 1) limbs of the unrooted tree T . More specifically, we order
the limbs of S[x, y] by non-decreasing height and order the rows accordingly. For all limb pairs
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S[a, b] of S[x, y] and T [u, v] of T , the entry for the (S[a, b], T [u, v]) position is 1 if S[a, b] can be
embedded in T [u, v] and 0 otherwise.

The subtree-isomorphism algorithm from [21] works as follows. Note that deciding if there
is a subtree of T isomorphic to S is equivalent to deciding whether the limb S[l, y] rooted at a
leaf l of S can be embedded in some limb of T . It is not hard to see that the limb S[l, y] can be
embedded in some limb of T if and only if there is an entry of 1 in the last row of the corresponding
limb embedding matrix. So we need an efficient way of computing this matrix. For all rows of
this matrix corresponding to height-1 limbs of S[l, y], set all entries to 1. Now assuming that the
matrix has been computed correctly up until some row, we build the next row, corresponding to
a limb, say S′ of S[l, y], as follows. For each entry we build the highest-limbs matrix of S′ and
T ′, where T ′ is the limb of T corresponding to the column of that entry. This matrix only needs
information of limbs of smaller height, and thus we can obtain it from the previous rows of the limb
embedding matrix. Deciding the value of the entry is then reduced, by Theorem 5.1, to a bipartite
matching problem (recall that this can be solved in polynomial-time [15]). Since we only need to
solve a quadratic amount of these problems (in terms of max{|V (S)|, |V (T )|}), the algorithm runs
in polynomial time. In fact, an isomorphism, if it exists, can be recovered in polynomial time, as
we shall later mention.

We now state our algorithm, which can be seen as having two stages. Its input is a graph G,
and it decides if there exists some tree T such that T []2] = G.

Stage I. Initialization
In this stage we compute some relevant graphs, as well as important information we will use in

the second stage.

I.1 Decide if G has exactly two components C1, C2, each a clique-tree. If it does not, then return
that there is no tree having G as its exact distance square.

I.2 For every vertex v in C2 we store the number bC2
(v) of blocks to which it belongs in C2.

I.3 From C1 and C2 we construct TC1 and TC2 .

I.4 From TC1
we construct T

[]2]
C1

. Notice that T
[]2]
C1

consists of C1 and another clique-tree Ĉ2. For

every vertex v in Ĉ2 we store dTC1
(v).

I.5 From Ĉ2 we construct TĈ2
.

Stage II. Obtaining the isomorphism
In this stage we determine if there is an isomorphism from TĈ2

to a subtree of TC2 from which

we can construct an isomorphism between Ĉ2 and a subgraph of C2 which satisfies the conditions
of Theorem 4.6.

II.1 Consider TĈ2
as rooted at a leaf l and let y be its (only) neighbor. Order the |V (TĈ2

)| − 1
limbs of TĈ2

[l, y] by non-decreasing height. Create a matrix M := M(TĈ2
[l, y], TC2) having a

row for each limb of TĈ2
[l, y] (the rows ordered according to their corresponding height) and

a column for each of the limbs of TC2
. (M plays the role of the limb embedding matrix.)

II.2 For each limb TĈ2
[a, b] of TĈ2

[l, y] of height 1, and each limb TC2 [u, v] of TC2 set the entry
associated with this pair of limbs in M to 1 if either of the following two conditions is satisfied:

(i) a ∈ V (Ĉ2), u ∈ V (C2) and dTC1
(a) ≥ bC2

(u),

(ii) b ∈ V (Ĉ2), v ∈ V (C2) and dTC1
(b) ≥ bC2

(v).

Otherwise set the entry to 0.

II.3 For h ranging between 2 and the height of TĈ2
[l, y]:

For each limb TĈ2
[a, b] of TĈ2

[l, y] of height h, and each limb TC2
[u, v] of TC2

, create a matrix
H := H(TĈ2

[a, b], TC2
[u, v]), having a row for each neighbor of b in TĈ2

[a, b]−a, and a column
for each neighbor of v in TC2 [u, v] − u (H plays the role of the highest-limbs matrix.) For
each neighbor c of b, c 6= a, and each neighbor w of v, w 6= u, set the corresponding entry of
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H to 1 if the (TĈ2
[b, c], TC2

[v, w])-entry of M is 1, and 0 otherwise. Determine a maximum
bipartite matching for H. If it is complete for the rows and one of the conditions (i) or (ii)
is satisfied, then set the value of the (TĈ2

[a, b], TC2 [u, v])-entry of M to 1. Otherwise set it
to 0.

II.4 For each entry of M which is 1 compute the isomorphism associated to it in the following way.
If we have preserved the solution to all maximum matching problems for unit entries in M ,
then we can retrace, starting from the matching corresponding to this entry, the subtree of
TC2 isomorphic to TĈ2

[a, b] and the corresponding isomorphism. Note that it is not necessary
to store these matchings as they can be computed again from M .

If there is an entry in the last row of M with value 1 such that the associated subtree of TC2
,

which is isomorphic to TĈ2
, contains all the cut-vertices of C2, then return that there is a

tree having G as its exact-distance square. Otherwise, return that there is no such a tree.

To see that Stage I can be performed in polynomial time, it helps to bear in mind that the blocks
and cut-vertices of a graph can be computed in quadratic time [26]. Stage II can be performed
in polynomial time since the number of bipartite matching problems we have to solve is at most
quadratic in the number of vertices of G.

Now we have to check the correctness of this algorithm. Before that we need a couple of lemmas.

Lemma 5.2. Let C and D be two clique-trees. If ϕ : TC → S ⊆ TD is an isomorphism such that
ϕ(V (TC)∩V (C)) ⊆ V (S)∩V (D), then ϕ(C) ⊆ V (D) and, moreover, the mapping ψ : C → D[ϕ(C)]
defined by ψ(v) = ϕ(v) is an isomorphism of the corresponding clique-trees.

Proof. Let v ∈ C. By definition of TC we have that v ∈ TC . By hypothesis we have that
ϕ(v) ∈ V (D).

Now let us show that ψ is an isomorphism. Clearly this function is a bijection. Let us see that
it is an isomorphism, by showing that uv ∈ E(C) is equivalent to ϕ(u)ϕ(v) ∈ D. It is clear that
uv ∈ E(C) if and only if there exists some w ∈ V (TC) \ V (C) such that uwv is a path in TC .
But since ϕ is an isomorphism this is also equivalent to having ϕ(u)ϕ(w)ϕ(v) as a path in S with
ϕ(w) ∈ S \ V (D). And in turn this is equivalent to having ϕ(u)ϕ(v) ∈ D, as desired.

Let G be a graph with two components C1 and C2 such that each of them is a clique-tree.

Let Ĉ2 be the component of T
[]2]
C1

which is not C1. We say a limb TĈ2
[a, b] can be well embedded

in TC2
[u, v] if TĈ2

[a, b] can be embedded in TC2
[u, v] through an isomorphism which maps each

vertex s ∈ V (TĈ2
[a, b]) ∩ V (Ĉ2) to a vertex fs ∈ V (C2) such that dTC1

(s) ≥ bC2(fs). We say
that an isomorphism between TĈ2

and a subtree of TC2 is a good isomorphism if each vertex

s ∈ V (TĈ2
) ∩ V (Ĉ2) is mapped to a vertex fs ∈ V (C2) such that dTC1

(s) ≥ bC2
(fs). We say

that a good isomophism is perfect if the subtree of TC2 to which TĈ2
is mapped contains all the

cut-vertices of C2.
Our final ingredient is an analogue of Theorem 5.1.

Lemma 5.3. Let h ≥ 2 be an integer. Assume that the entries of M have been computed in such
a way that for a limb of TĈ2

[l, y] of height h−1 and a limb of TC2
, the position of M corresponding

to these limbs is 1 if and only if the limb of TĈ2
[l, y] can be well embedded in that of TC2 . A limb

TĈ2
[a, b] of TĈ2

[l, y] of height h can be well embedded to a limb TC2 [u, v] of TC2 if and only if the
associated matrix H := H(TĈ2

[a, b], TC2
[u, v]) has a maximum bipartite matching which is complete

for the rows and one of the conditions (i) and (ii) of II.2 is satisfied.

Proof. First we assume that TĈ2
[a, b] can be well embedded to TC2

[u, v]. This implies that there
is an isomorphism ϕ from TĈ2

[a, b] to TC2 [u, v] which is good and, in particular, maps a to u. If

we have a ∈ V (Ĉ2), then this tells us that u ∈ V (C2) and dTC1
(a) ≥ bC2

(u), in other words, (i) is

satisfied. If instead we have b ∈ V (Ĉ2), then we have that (ii) is satisfied.
Recall that the entries of the matrix H are filled using the information of the matrix M for

limbs of TĈ2
[l, y] of height h−1. For each neighbor c of b in TĈ2

[a, b]−a we have that TĈ2
[b, c] can

be embedded to TC2
[v, ϕ(c)]. This and our assumption on M implies that the (c, ϕ(c))-entry of H

is 1. Since ϕ is an isomorphism, we have that for each row in H associated to a neighbor of b in
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TĈ2
[a, b] − a we have a different column in H with a unit entry, i.e., H has a maximum bipartite

matching which is complete for the rows.
For the other direction, notice that our assumption on M implies that if H has a maximum

bipartite matching which is complete for the rows, then for each neighbor ci of b in TĈ2
[a, b] − a

there exists a good isomorphism φi of TĈ2
[b, ci] to TC2

[v, φi(ci)]. We define φ such that φ(a) = u
and φ(x) = φi(x) for every x ∈ V (TĈ2

[b, ci]) and every neighbor ci of b in TĈ2
[a, b]−a. Notice that

φ is an isomorphism of TĈ2
[a, b] to a limb of TC2

[u, v], in other words, TĈ2
[a, b] can be embedded to

TC2
[u, v]. Moreover, if one of (i) and (ii) is satisfied, it follows that this isomorphism is good.

Theorem 5.4. Stages I and II correctly decide if the input graph G admits an exact-distance
square root which is a tree.

Proof. We first show that, once Stage I has checked that G has two components C1 and C2, each
a clique-tree, it is enough for Stage II to decide if TĈ2

has a perfect isomorphism to a subgraph of

TC2 . Indeed, if there is one such isomorphism ϕ, then by Lemma 5.2 (with C = Ĉ2 and D = C2)
we have an isomorphism ψ : V (Ĉ2)→ C2[ϕ(Ĉ2)] which, since ϕ is perfect, satisfies the conditions of
Theorem 4.7, and guarantees the existence of a tree exact-distance square root. For the converse,
if there is a tree exact-distance square root, then Theorem 4.7 guarantees the existence of an
isomorphism from V (Ĉ2) to V (C2) which can be easily extended to a perfect isomorphism from
TĈ2

to a subgraph of TC2 .
Now notice that deciding if TĈ2

has a perfect isomorphism to a subgraph of TC2
is equivalent

to deciding whether the limb TĈ2
[l, y] rooted at a leaf l of TĈ2

can be well embedded in some limb
of TC2

which contains all the cut-vertices of C2.
We will show, by induction on h, that steps II.2 and II.3 compute M in such a way that for a

limb TĈ2
[a, b] of TĈ2

[l, y] of height h and a limb TC2 [u, v] of TC2 , the position (TĈ2
[a, b], TC2 [u, v])

of M is 1 if and only if TĈ2
[a, b] can be well embedded in TC2 [u, v]. Assuming this, and having

computed all such entries, in step II.4 for each 1-entry of the last row the algorithm decides if all
the cut-vertices are in the limb of TC2

[u, v]. When that is the case, then we have an exact-distance
square root of G which is a tree. Otherwise there is no such a root. This verifies the correctness
of the algorithm.

To prove the claim by induction, first for the base of induction, let TĈ2
[a, b] be a limb of TĈ2

[l, y]
of height h = 1. Note that TĈ2

[a, b] can be embedded in any limb of TC2 , and that one of the
conditions II.2.(i) and II.2.(ii) is satisfied if and only if TĈ2

[a, b] can be well embedded in the
limb of TC2

.
For the main step of induction, assume the entries of M have been computed preserving the

desired property for all rows corresponding to limbs of TĈ2
[l, y] of height at most h − 1 for some

h ≥ 2. Let TĈ2
[a, b] be a limb of TĈ2

[l, y] of height h and let TC2 [u, v] be a limb of TC2 . Consider
the matrix H := H(TĈ2

[a, b], TC2 [u, v]) associated to these limbs. Note that the limbs TĈ2
[b, c] of

TĈ2
[a, b], where c 6= a is a neighbor of b, are also limbs of TĈ2

[l, y] having height at most h − 1.
Similarly, the limbs TC2

[v, w] of TC2
, where w 6= u is a neighbor of v, are also limbs of TC2

. Hence,
the information needed to fill the entries of H is already available in the previously computed
portion of M . Now step II.3 determines a maximum matching for H and, by Lemma 5.3, TĈ2

[a, b]
can be well embedded in TC2 [u, v] if and only if the matching is complete for the rows and one of
conditions (i) or (ii) (of II.2) is met. Since this step puts a 1 in the entry of M corresponding to
TĈ2

[a, b] and TC2
[u, v] if and only if the matching is complete for the rows and one of conditions

(i) and (ii) are met, this entry of M is computed in a way that preserves the desired property.

At the start of this proof we saw that once our algorithm has decided that there is a perfect
isomorphism from TĈ2

to a subgraph of TC2
, then from this isomorphism we can obtain, through

Lemma 5.2, an isomorphism satisfying the conditions of Theorem 4.7. From this isomorphism, we
can obtain a corresponding tree exact-distance square root by using the procedure given in the
proof of Theorem 4.6.

6 Tree exact-distance square roots are not unique

In this section, we prove Theorem 1.4, i.e., for every m ≥ 2 we give a graph with at least m!
nonisomorphic exact-distance square roots each of which is a tree.
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Km

Kn1

Kn2
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Knm

Kn1

Kn2

Kn3

Knm

...

...

Figure 3: The graph GS

Figure 4: GS for the sequence S = (4, 6)

Proof of Theorem 1.4. Let S = (n1, n2, . . . , nm) be a sequence of m positive integers such that
1 < n1 < n2 < . . . < nm. We define the graph GS with two connected components, as follows.
For the first component we take a copy of Km, with vertices v1, . . . , vm, and a copy of each of
Kn1−1, . . . ,Knm−1. Then, for each 1 ≤ i ≤ m, we make vi adjacent to all the vertices of Kni−1
(forming a Kni). The other component is formed by taking a copy of the first component and
contracting all the vertices v1, . . . , vm, into one. See Figures 3 and 4 for illustrations.

v31,2

v01

v11 v12 v1m

v21,2 v21,n1
v22,2 v22,n2

v2m,2 v2m,nm

v31,l1 v32,2 v32,l2 v3m,2 v3m,lm

...

...

Figure 5: The tree TL

Now we claim that there exist at least m! nonisomorphic trees all of which have GS as their
exact-distance square. Let L = (l1, . . . , lm) be a permutation of n1, n2, . . . , nm; we are going to
construct a tree for this permutation. First, take a vertex v01 with m neighbours v11 , . . . , v

1
m. Then

for each i ∈ {1, . . . ,m}, we make v1i adjacent to ni − 1 new vertices v2i,2, . . . , v
2
i,n1

. Finally, to v2i,1

14



Figure 6: Two trees which have GS , the graph from Figure 4, as their exact-distance square

we connect li − 1 new vertices v3i,2, . . . , v
3
i,li

. Let TL be the tree obtained (see Figure 5). It is
not hard to see that the exact-distance square of TL is isomorphic to GS , and that if L′ 6= L is a
permutation of n1, n2, . . . , nm, then the graphs TL and TL′ are not isomorphic.
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