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Abstract

A homomorphism of a signed graph \((G, \sigma)\) to \((H, \pi)\) is a mapping of vertices and edges of \(G\) to (respectively) vertices and edges of \(H\) such that adjacencies, incidences and the signs of closed walks are preserved. We observe in this work that, for \(k \geq 3\), the \(k\)-coloring problem of a given graph \(G\) can be captured by homomorphism to \((K_{2k}, \sigma_m)\) from a signed bipartite graph that is built from \(G\). Here \(\sigma_m\) assigns a negative sign to the edges of a perfect matching and a positive sign to the rest.

Motivated by this reformulations and in connection with results on 3-colorings of planar graphs, such as Grötzsch’s theorem, we prove that any signed graph with the maximum average degree strictly less than \(\frac{14}{3}\) admits a homomorphism to \((K_6, \sigma_m)\). For \(k \geq 4\), we show that the maximum average degree being strictly less than 3 would suffice for a signed graph to admit a homomorphism to \((K_{2k}, \sigma_m)\). Both of these bounds are tight.

We discuss applications of our work to signed planar graphs and its connection to the study of homomorphisms of 2-edge-colored graphs. Among a number of interesting questions that are left open, a notable one is a possible extension of Steinberg’s conjecture for the class of signed bipartite planar graphs.
1 Introduction

A signed graph \((G, \sigma)\) is a graph \(G\) together with an assignment \(\sigma\) which assigns to each edge of \(G\) one of the two signs: positive (+) or negative (−). Given a signed graph on \(G\) where \(E^-\) is the set of negative edges, we may equivalently use \((G, E^-)\) to denote this signed graph. When depicting signed graphs in figures, we use solid or blue lines to represent positive edges and dashed or red lines to represent negative edges. For graphs (when signs are not specified), we use gray color. A subgraph of signed graph \((G, \sigma)\) is a subgraph \(H\) of \(G\) together with the signature induced by \(\sigma\) on \(E(H)\). For simplicity, such a subgraph will be denoted by \((H, \sigma)\).

Given a signed graph \((G, \sigma)\) and an edge cut \((X, V(G) \setminus X)\), a switching at \(X\) is to multiply the sign of each edge in the cut by a −. When \(X = \{v\}\), we may simply say a switching at \(v\). A switching at \(X\) is the result of switching at all vertices of \(X\). Two signed graphs \((G, \sigma)\) and \((G, \sigma')\) are said to be switching equivalent if one can be obtained from the other by a switching at some subset \(X\) of vertices. It is easily observed that this is an equivalence relation on the set of all signatures on a given graph \(G\). A cycle or a closed walk of \(G\) is positive (respectively, negative) in \((G, \sigma)\) if the product of signs of all its edges (considering multiplicity) is positive (respectively, negative). Observe that the sign of a cycle or a closed walk after a switching (on a set of vertices) remains the same. The converse is also true in the following sense.

Theorem 1.1. \[25\] Signed graphs \((G, \sigma)\) and \((G, \sigma')\) are switching equivalent if and only if they have the same set of positive cycles.

Considering the parity of the length of a closed walk and the sign of it, there are four possible types of closed walks in a signed graph: a closed walk of type 00 is one that is positive and is of even length, type 01 is positive and odd, type 10 is negative and even, and type 11 is negative and odd. Given \(ij \in \mathbb{Z}_2^2\), the length of a shortest nontrivial closed walk of type \(ij\) in \((G, \sigma)\) is denoted by \(g_{ij}(G, \sigma)\). We write \(g_{ij}(G, \sigma) = \infty\) when there is no closed walk of type \(ij\) in \((G, \sigma)\).

A homomorphism of a signed graph \((G, \sigma)\) to a signed graph \((H, \pi)\), also referred to as switching homomorphism, is a mapping of the vertices of \(G\) to the vertices of \(H\) and the edges of \(G\) to the edges of \(H\) such that adjacencies, incidences and signs of closed walks are preserved. When there exists such a homomorphism, we write \((G, \sigma) \rightarrow (H, \pi)\). The edge mapping is needed when there are multi-edges. As we will be working with simple graphs, the edge mapping will be induced by the vertex mapping, and thus in the rest of this work a homomorphism will be regarded as a vertex mapping only. An immediate corollary of the definition is the following no-homomorphism lemma.

Lemma 1.2. If \((G, \sigma) \rightarrow (H, \pi)\), then \(g_{ij}(G, \sigma) \geq g_{ij}(H, \pi)\) for \(ij \in \mathbb{Z}_2^2\).

Thus \(g_{ij}(G, \sigma) \geq g_{ij}(H, \pi)\) for each \(ij \in \mathbb{Z}_2^2\) is a necessary condition for the existence of a homomorphism of \((G, \sigma)\) to \((H, \pi)\). The following question then is one of the most central questions in graph theory. 
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Problem 1.3. Given a signed graph \((H, \pi)\), under which structural conditions on \(G\) the necessary conditions of Lemma 1.2 become sufficient?

For example, the 4-color theorem states that for \((K_4, \emptyset)\) with the structural condition of “planarity”, the necessary conditions of the no-homomorphism lemma are also sufficient. More precisely, the conditions of no-homomorphism lemma with respect to \((K_4, \emptyset)\) hold as long as \((G, \sigma)\) has no loop and no negative cycle, in which case any proper 4-coloring of \(G\) (which for the planar graphs is provided by the 4-color theorem) can be regarded as a homomorphism of \((G, \sigma)\) to \((K_4, \emptyset)\). We will discuss a strengthening of this particular case which is the main motivation of our work. For some other examples \((H, \pi)\), such as \((K_3, \emptyset)\), even with the extra condition of planarity for \(G\), not only the necessary conditions of the no-homomorphism lemma are not sufficient but it is expected to be far from it. That is because the problem “3-coloring planar graphs” is known to be an NP-hard problem (see [11]). For such cases, two closely related conditions are considered, the first is having high girth for planar graphs and the second is to have low maximum average degree. Recall that maximum average degree of a graph \(G\), denoted by \(\text{mad}(G)\), is the maximum average degrees taken over all subgraphs of \(G\). This approach is considered in [6] where it is shown that:

Theorem 1.4. \([6]\) Given a signed graph \((H, \pi)\), there exists an \(\epsilon > 0\) such that every signed graph \((G, \sigma)\), satisfying \(g_{ij}(G, \sigma) \geq g_{ij}(H, \pi)\) and \(\text{mad}(G) < 2 + \epsilon\), admits a homomorphism to \((H, \pi)\).

The main question then is to find the best value of \(\epsilon\) for a given signed graph \((H, \pi)\). In [6], the best value of \(\epsilon = \frac{4}{7}\) is proved for \((K_4, e)\) where only one edge is negative. In this work, we find the best values of \(\epsilon\) for two classes of signed graphs: \((K_{2n}, M)\) and \((K_{n,n}, M)\), where \(M\) is a perfect matching of the graph under consideration.

In Section 2, we will explain our motivation of choosing these two families of signed graphs, noting that \(n = 3\) is of special importance and is the main case of the difficulty in this work.

1.1 Edge-sign preserving homomorphisms and Double Switching Graph

A homomorphism \(\phi\) of \((G, \sigma)\) to \((H, \pi)\) is said to be \textit{edge-sign preserving} if for each edge \(uv\) of \((G, \sigma)\) we have \(\pi(\phi(u)\phi(v)) = \sigma(uv)\). When there exists such a homomorphism, we write \((G, \sigma) \xrightarrow{s.p.} (H, \pi)\). Whenever considering the edge-sign preserving homomorphism, we also say a path is \textit{positive} (respectively, \textit{negative}) if the product of signs of all its edges is positive (respectively, negative).

Theorem 1.5. \([19]\) For signed graphs \((G, \sigma)\) and \((H, \pi)\), \((G, \sigma) \rightarrow (H, \pi)\) if and only if there exists \((G, \sigma')\), switching equivalent to \((G, \sigma)\), such that \((G, \sigma') \xrightarrow{s.p.} (H, \pi)\).
A strong relation between homomorphisms of signed graphs and edge-sign preserving homomorphisms of signed graphs is provided based on the following notion.

Given a signed graph \((G, \sigma)\), the **Double Switching Graph**, denoted \(DSG(G, \sigma)\), is a signed graph built as follows: If \(V = \{x_1, x_2, \ldots, x_n\}\) is the vertex set of \(G\), then we have two disjoint copies of it, \(V^+ = \{x_1^+, x_2^+, \ldots, x_n^+\}\) and \(V^- = \{x_1^-, x_2^-, \ldots, x_n^-\}\) in \(DSG(G, \sigma)\); The edges of \(DSG(G, \sigma)\) and their signs are defined as follows: If \(x_i x_j\) is an edge of \((G, \sigma)\), then \(x_i^+ x_j^+\), \(x_i^- x_j^-\), \(x_i^+ x_j^-\), and \(x_i^- x_j^+\) are all edges of \(DSG(G, \sigma)\). The first two, i.e., \(x_i^+ x_j^+\) and \(x_i^- x_j^-\), have the same sign as \(x_i x_j\), and the sign of the other two is \(-\sigma(x_i x_j)\).

Each set of vertices then induces a copy of \((G, \sigma)\), furthermore, a vertex \(x_i^-\) connects to vertices in \(V^+\) as it is obtained from a switching on \(x_i^+\), more precisely, if \(x_i x_j\) is a positive (negative) edge in \((G, \sigma)\), then \(x_i^+ x_j^+\) and \(x_i^- x_j^-\) are positive (negative) edges in \(DSG(G, \sigma)\), and \(x_i^+ x_j^-\) and \(x_i^- x_j^+\) are negative (positive) edges in \(DSG(G, \sigma)\).

The connection, shown in Theorem 1.6, was originally proved in [5]. The presentation below is based on the terminology of [19].

**Theorem 1.6.** Given signed graphs \((G, \sigma)\) and \((H, \pi)\), there is a (switching) homomorphism of \((G, \sigma)\) to \((H, \pi)\) if and only if there is an edge-sign preserving homomorphism of \((G, \sigma)\) to \(DSG(H, \pi)\).

### 2 Homomorphisms to \((K_{k,k}, M)\) and \((K_{2k}, M)\)

In this section, we first recall a basic graph construction from [17] that helps us encode the problem of \(k\)-coloring of a graph \(G\) into a homomorphism problem of an associated signed bipartite graph to \((K_{k,k}, M)\). We then show that for a signed bipartite graph, the existence of a homomorphism to \((K_{k,k}, M)\) is equivalent to the existence of a homomorphism to \((K_{2k}, M)\). This shows the importance of the study of homomorphisms to \((K_{2k}, M)\).

#### 2.1 The chromatic number and homomorphisms to \((K_{k,k}, M)\)

The following construction is introduced in [17] to connect the chromatic number of graphs to the homomorphisms of signed bipartite graphs.

Given a graph \(G\), a signed graph \(S(G)\) is built as follows: starting from the vertex set of \(G\), for each edge \(uv\), we add two more vertices \(x_{uv}\) and \(y_{uv}\) and then join them to \(u\) and \(v\) (noting that the original edge \(uv\) is not an edge of \(S(G)\)). To form a signed graph, for each 4-cycle \(ux_{uv}vy_{uv}\) we assign a negative sign to exactly one of the edges. The construction is used to connect the \(k\)-coloring problem of \(G\) to the problem of mapping \(S(G)\) to \((K_{k,k}, M)\).

**Theorem 2.1.** [17] Given a graph \(G\), it is bipartite if and only if \(S(G)\) maps to \((K_{2,2}, e)\) (one negative edge) and it is \(k\)-colorable, \(k \geq 3\), if and only if \(S(G) \rightarrow (K_{k,k}, M)\).
Thus the signed graphs \((K_{k,k}, M)\) are of special importance in the study of homomorphism of signed graphs. Using Theorem 2.1 a restatement of the 4-color theorem is as follow:

**Theorem 2.2.** [The 4-color theorem restated] For every planar graph \(G\), \(S(G) \rightarrow (K_{4,4}, M)\).

Observing that when \(G\) is planar, \(S(G)\) is a signed bipartite planar graph (where in one part all vertices are of degree 2). The following strengthening of the 4-color theorem is given in [17] (proof of which is based on an edge-coloring result of B. Guenin which in turn is based on the 4-color theorem).

**Theorem 2.3.** Any signed planar graph \((G, \sigma)\) satisfying that \(g_{ij}(G, \sigma) \geq g_{ij}(K_{4,4}, M)\) for each \(ij \in \mathbb{Z}_2^2\) maps to \((K_{4,4}, M)\).

The conditions of \(g_{ij}(G, \sigma) \geq g_{ij}(K_{4,4}, M)\) imply that \((G, \sigma)\) is a signed bipartite simple graph. Thus this statement is a reformulation of the claim that every signed bipartite simple planar graph maps to \((K_{4,4}, M)\).

Observing that the 4-color theorem is about homomorphisms of planar graphs to the complete graph \(K_4\), one may consider the only three core (proper) subgraphs \(K_1, K_2,\) and \(K_3\) of \(K_4\), and for each of them ask: which planar graphs map to it? While the homomorphism problem to \(K_1\) is a matter of triviality and to \(K_2\) is rather easy, the homomorphism problem of planar graphs to \(K_3\) has been a subject of extensive study. On the one hand, it is proved to be an NP-complete problem. On the other hand, starting with Grötzsch’s theorem, an extensive family of planar graphs are proved to be 3-colorable. We refer to [9, 10, 8, 14, 23] and to the references therein for some of the work on this subject.

In this context, it is natural to ask for each core subgraphs of \((K_{4,4}, M)\) which families of signed planar graphs map to it. Of such subgraphs of \((K_{4,4}, M)\) there are two notable ones to consider: (1). the negative 4-cycle (we refer to [16] for recent progress on this problem), (2). \((K_{3,3}, M)\). Considering Theorem 2.1, the question of mapping signed bipartite planar graphs captures the 3-coloring problem of planar graphs. For example, Grötzsch’s theorem could be restated as: for any triangle-free planar graph \(G\), \(S(G) \rightarrow (K_{3,3}, M)\). This work then is motivated by the study of mapping signed bipartite planar graphs to \((K_{3,3}, M)\). Noting that this is an NP-complete problem, we search for (polynomial-time verifiable) conditions that are sufficient for the existence of such mappings. Among other results, we prove that if \(G\) has maximum average degree less than \(\frac{14}{5}\), and it satisfies the conditions of the no-homomorphism lemma with respect to \((K_{3,3}, M)\), then \((G, \sigma)\) maps to \((K_{3,3}, M)\). Applications to planar graphs are considered in the last section.

2.2 The chromatic number and homomorphisms to \((K_{2k}, M)\)

Motivated by the following theorem, we will change our target graph to be \((K_6, M)\) and more generally \((K_{2k}, M)\).
**Theorem 2.4.** A signed bipartite graph \((G, \sigma)\) maps to \((K_{k, k}, M)\) if and only if it maps to \((K_{2k}, M)\).

**Proof.** We will view \((K_{k, k}, M)\) as a subgraph of \((K_{2k}, M)\). If \((G, \sigma)\) maps to \((K_{k, k}, M)\), then it, obviously, maps to \((K_{2k}, M)\) as well. For the other direction, assume that \(\phi\) is a mapping of \((G, \sigma)\) to \((K_{2k}, M)\), and let \((X, Y)\) be a bipartition of \(G\) and \((A, B)\) be a bipartition of \(K_{k, k}\). If \(\phi\) maps each vertex of \(X\) to a vertex in \(A\) and each vertex of \(Y\) to a vertex in \(B\), then we are done. Otherwise, we define a mapping \(\phi'\) as follows:

\[
\phi'(v) = \begin{cases} 
\phi(v), & \text{if } v \in X, \phi(v) \in A \text{ or } v \in Y, \phi(v) \in B \\
m(\phi(v)), & \text{otherwise}
\end{cases}
\]

where \(m(u)\) is the match of \(u\) by \(M\). Since \(G\) is bipartite, \(\phi'(v)\) preserves incidences and adjacencies. It can be easily verified that the signs of the closed walks under \(\phi\) and \(\phi'\) are the same. Thus \(\phi'\) is a homomorphism of \((G, \sigma)\) to \((K_{k,k}, M)\). \(\square\)

Combining Theorems 2.4 and 2.1 we have the following corollary.

**Corollary 2.5.** Given an integer \(k \geq 3\) and a graph \(G\), we have \(\chi(G) \leq k\) if and only if \(S(G) \rightarrow (K_{2k}, M)\).

However, in contrast to Theorem 2.3, the conditions of no-homomorphism lemma are not sufficient for mapping signed planar graphs to \((K_8, M)\). This is observed in Section 7 where a series of signed planar graphs of girth 3 that do not map to \((K_8, M)\) is given (see Theorem 7.3).

### 2.3 Mapping to \((K_6, M)\)

The main result of this work is the following theorem. We note that since we only consider simple signed graphs, the conditions of no-homomorphism lemma with respect to \((K_6, M)\) are always satisfied.

**Theorem 2.6.** Every signed graph with maximum average degree less than \(\frac{14}{5}\) admits a homomorphism to \((K_6, M)\). Moreover, the bound \(\frac{14}{5}\) is the best possible.

In light of Theorem 1.6, we will study edge-sign preserving homomorphisms to DSG\((K_6, M)\) in place of homomorphisms to \((K_6, M)\). Our proof is based on the discharging technique. To provide a set of forbidden configurations, we first develop some DSG\((K_6, M)\)-list-coloring tools in Section 4. Assuming \((G, \sigma)\) is a minimum counterexample to Theorem 2.6, our set of forbidden configurations are provided in Section 5.1. Then in Section 5.2, the discharging technique is employed to prove that \((G, \sigma)\) cannot have maximum average degree less than \(\frac{14}{5}\). A generalization of the theorem to \((K_{2k}, M)\) is considered in Section 6 and examples toward the tightness of those two results are provided in Section 7.
We shall note that, while the notion of homomorphisms of signed graphs is relatively new, the notion of edge-sign preserving homomorphisms of signed graphs is a renaming of the notion of homomorphisms of 2-edge-colored graphs which has been extensively studied since 1980’s. In particular, in relation to our work, we may apply Theorem 2.5 of [4] to DSG($K_6$, $M$) with $t = 3$ to obtain the following:

**Theorem 2.7** (Special case of Theorem 2.5 of [4]). If $G$ is a graph of girth at least 7 and maximum average degree at most $\frac{28}{11}$, then $(G, \sigma) \rightarrow (K_6, M)$ for any signature $\sigma$.

### 3 Terminology

![Signed graphs ($K_6$, $M$) and DSG($K_6$, $M$)](image)

Vertices of ($K_6$, $M$) and its Double Switching Graph DSG($K_6$, $M$) are labeled as in Figure 1. Note that in ($K_6$, $M$), vertices $2i - 1$ and $2i$ are connected by a negative edge (for $1 \leq i \leq 3$) where all other edges are positive. The signature of DSG($K_6$, $M$) will be denoted by $m^*$. The vertex set of DSG($K_6$, $M$), which will be denoted by $C$, is partitioned into two sets: $C^+$ and $C^-$ (such that the subgraph induced on each of these sets is isomorphic to ($K_6$, $M$)). Each vertex $x$ in $C^\alpha$, $\alpha \in \{+,-\}$, is connected to a unique vertex in $C^\alpha$ by a negative edge. This vertex is called the **mate** of $x$, denoted by $\text{mate}(x)$. In the rest of this work, a pair of colors would refer to a pair $(x, \text{mate}(x))$ of the vertices of DSG($K_6$, $M$). Given a vertex $x^\alpha$ and its mate $y^\alpha$, the vertices $x^{-\alpha}$ and $y^{-\alpha}$ form another pair and the four vertices together form a **layer** in DSG($K_6$, $M$) (a horizontal line in Figure 1b). Given a vertex $x \in C$, the only vertex not adjacent to it is called the **inverse** of $x$. Moreover, given a subset $L \subseteq C$, the inverse of $L$, denoted $L^-$, is the set of inverses of the elements of $L$.

One of the main ideas of this work is to extend a partial mapping of a signed graph $(G, \sigma)$ to DSG($K_6$, $M$) to a mapping of the full signed graph. This is captured in our
figures with the following setting: vertices presented in a square are precolored and circular vertices are yet to be colored. Such extension problems lead to the concept of \((K_6, M)\)-list coloring or DSG\((K_6, M)\)-list coloring. We refer to [2] and references there for a general study of list-homomorphism problems of graphs and signed graphs. List assignments considered in this work, however, are rather restricted. To better describe lists of available colors on vertices, we introduce the following terminology.

A set \(L\) of colors \((L \subseteq C)\) is said to be paired if for all but at most one \(x \in L\) we have \(\text{mate}(x) \in L\). For example, \(L_1 = \{1^+, 2^+, 3^+, 4^+, 5^+\}\) and \(L_2 = \{1^+, 2^+, 3^+, 5^-, 6^-\}\) are paired sets of colors while \(L_3 = \{1^+, 3^+\}\) is not. We say a paired set \(L\) is layered if no three colors of \(L\) belong to a layer. We say a layered set \(L\) is one-sided if all the colors in \(L\) are on the same side, i.e., either \(L \subseteq C^+\) or \(L \subseteq C^-\). A layered set \(L\) of size \(2k + 1, k = 0, 1, 2\), is said to be a neighbored \((2k + 1)\)-set if it consists of \(k\) pairs on one side and a single element on the other side. Observe that a neighbored 5-set is the set of all vertices adjacent to a vertex \(v\) by positive edges. A neighbored 3-set consists of neighbors of a vertex \(x\) which are connected to \(x\) by positive edges and each of which has a positive path of length 2 to another fixed vertex \(y\).

Given a signed graph \((G, \sigma)\), a DSG\((K_6, M)\)-list assignment \(L\) of \((G, \sigma)\) is a function that assigns to each vertex of \(G\) a set \(L(v) \subseteq C\). An edge-sign preserving L-homomorphism of \((G, \sigma)\) to DSG\((K_6, M)\) is a mapping \(\phi : V(G) \to C\) such that for each vertex \(v \in V(G)\), \(\phi(v) \in L(v)\) and for each edge \(uv \in E(G)\), \(m^*(\phi(u)\phi(v)) = \sigma(uv)\) where \(m^*\) is the signature of DSG\((K_6, M)\).

In this paper, we consider only lists that are subsets of \(C\). When there is no confusion, we call such a list homomorphism an \(L\)-coloring. If there exists an \(L\)-coloring, we say \((G, \sigma)\) is \(L\)-colorable.

For a given signed graph \((G, \sigma)\), a signature on \(G\) obtained from \(\sigma\) by switching at a vertex set \(X\), is denoted by \(\sigma^X\). Given a DSG\((K_6, M)\)-list assignment \(L\) of \((G, \sigma)\), let \(L^X\) be a list assignment defined by:

\[
L^X(v) = \begin{cases} 
(L(v))^-, & \text{for } v \in X \\
L(v), & \text{for } v \in V(G) \setminus X.
\end{cases}
\]

**Observation 3.1.** Given a signed graph \((G, \sigma)\) and a subset \(X\) of vertices, \((G, \sigma)\) is \(L\)-colorable if and only if \((G, \sigma^X)\) is \(L^X\)-colorable.

### 3.1 \(L\)-coloring of a signed rooted tree

Let \(T\) be a rooted tree with root \(v\). Given a vertex \(x\) of \(T\), we define a subtree rooted at \(x\), denoted \(T_x\), to be the subgraph induced by \(x\) and those vertices of \(T\) whose unique path to \(v\) contains \(x\). Let \(L\) be a DSG\((K_6, M)\)-list assignment of \((T, \sigma)\).

Toward deciding if \(T\) is \(L\)-colorable, and taking advantage of the rooted tree, we introduce the following definitions: For a vertex \(x\) of \(T\), we define the set of admissible colors, denoted \(L^a(x)\), to be the set of the colors \(c \in L(x)\) such that with the restriction
Lemma 4.1. Let $xy$ be an edge of $(G, \sigma)$ and assume $L(y)$ is the set of colors available at $y$. Then we define $F_{L(y)}(x)$ to be the set of forbidden colors at $x$ because of the edge $xy$ and the list $L(y)$. More precisely, a color $c$ is forbidden on $x$ because of $L(y)$ if for each choice $c' \in L(y)$ either $c$ is not adjacent to $c'$ or $\sigma(xy) \neq m^*(cc')$. For example, if $L(y) = \{1^+, 2^+, 3^-\}$ and $xy$ is a positive edge, then $F_{L(y)}(x) = \{1^+, 2^+, 3^-, 4^-\}$. When the list assignment is clear from the context, we may simply write $F_y(x)$ in place of $F_{L(y)}(x)$. For an $L$-coloring of a signed rooted subtree $T$, we have the following relation between the two notions:

$$L^a(x) = L(x) \setminus \bigcup_{y \text{ child of } x} F_{L^a(y)}(x).$$

Thus in the rest of this work, we may modify the list $L(x)$, at any time, by removing the colors in $F_y(x)$ for a child $y$ of $x$. Doing so for all children of $x$ is to replace $L(x)$ with $L^a(x)$.

4 List homomorphism of signed graphs to $(K_6, M)$

In this section, we study the DSG($K_6, M$)-list homomorphism problem for a given signed graph and develop tools of independent interest that will be used in Section 5.

In the following lemma, for a given edge $xy$, viewed as a rooted tree with $y$ being the root and $x$ being the leaf, we would like to bound the size of $F_x(y)$ in terms of the size of $L(x)$. Note that the larger the set $L(x)$ is, the smaller the set $F_x(y)$ becomes. Often we will use the following lemma on an edge $xy$ to evaluate $F_x(y)$ without explicitly stating that the edge $xy$ under consideration forms a tree with leaf $x$ and root $y$.

**Lemma 4.1.** Let $xy$ be a signed edge and let $L$ be a DSG($K_6, M$)-list assignment of it. Then the following statements hold:

1. If $L(x)$ is empty, then $F_x(y) = C$.

2. If $L(x)$ consists of one element, then $F_x(y)$ is a paired 7-set.

3. If $L(x)$ is a paired 2-set, then $F_x(y)$ is a paired 6-set.

4. If $L(x)$ is a paired 3-set, then $F_x(y)$ is a paired set of size at most 4. Moreover, if $L(x)$ is not one-sided, then $|(L(y) \setminus F_x(y)) \cap C^+| \geq 4$ and $|(L(y) \setminus F_x(y)) \cap C^-| \geq 4$. 
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(5) If $L(x)$ is a paired 4-set, then $F_x(y)$ is a paired set of size at most 4. In particular, if $L(x)$ is not layered, then $F_x(y) = \emptyset$, and if $L(x)$ is one-sided, then $F_x(y)$ is a paired 2-set.

(6) If $L(x)$ is a neighbored 5-set, then $F_x(y)$ is a paired 2-set.

(7) If $L(x)$ is a paired 6-set, then $F_x(y)$ is a paired set of size at most 2. In particular, if $L(x)$ is not layered or one-sided, then $F_x(y) = \emptyset$.

(8) If $L(x)$ is a paired 8-set, then $F_x(y) = \emptyset$.

Proof. By symmetries, we may assume that $xy$ is a positive edge.

In the first claim, $L(x) = \emptyset$ means that there is no valid color for $x$, in other words, all colors are forbidden at $y$. In the second claim, we may assume $L(x) = \{1^+\}$, then $F_x(y) = \{1^+, 2^+, 1^-, 3^-, 4^-, 5^-, 6^-\}$ which is of size seven. For the third claim, without loss of generality, we may assume our paired 2-set $L(x)$ is $\{1^+, 2^+\}$, then $F_x(y) = \{1^+, 2^+, 3^-, 4^-, 5^-, 6^-\}$.

Next, suppose that $L(x)$ is a paired 3-set. Without loss of generality, we only consider three possibilities $L(x) = \{1^+, 2^+, 3^+\}$, $L(x) = \{1^+, 2^+, 1^-\}$, and $L(x) = \{1^+, 2^+, 3^-\}$. We easily obtain that for the first possibility $F_x(y) = \{3^- 5^-, 6^-\}$, for the second possibility $F_x(y) = \{1^+\}$, and for the last possibility $F_x(y) = \{1^+, 2^+, 3^-, 4^-\}$. Observe that $|\{L(y) \setminus F_x(y)\} \cap C^+| \geq 4$ and $|\{L(y) \setminus F_x(y)\} \cap C^-| \geq 4$ when $L(x)$ is not one-sided.

Suppose now $L(x)$ is a paired set of size 4. Again without loss of generality, we only need to consider three cases: $L(x) = \{1^+, 2^+, 3^+, 4^+\}$ for $L(x)$ being one-sided, $L(x) = \{1^+, 2^+, 1^-, 2^-\}$ for $L(x)$ being not layered, and $L(x) = \{1^+, 2^+, 3^-, 4^-\}$ for $L(x)$ being layered but not one-sided. For the first case $F_x(y) = \{5^-, 6^-\}$, for the second case $F_x(y) = \emptyset$, and for the last case $F_x(y) = \{1^+, 2^+, 3^-, 4^-\}$.

Suppose $L(x)$ is a neighbored 5-set, say $L(x) = \{1^+, 2^+, 3^+, 4^+, 5^\}$, we easily get $F_x(y) = \{5^-, 6^-\}$.

Suppose $L(x)$ is a paired set of size 6. Without loss of generality, we consider three possibilities: $L(x) = C^+$ for $L(x)$ being one-sided, $L(x) = \{1^+, 2^+, 3^+, 4^+, 1^-, 2^-\}$ for $L(x)$ being not layered, and $L(x) = \{1^+, 2^+, 3^+, 4^+, 5^-, 6^-\}$ for $L(x)$ being layered but not one-sided. For the first two possibilities $F_x(y) = \emptyset$, and for the last possibility $F_x(y) = \{5^- 6^-\}$.

It is an easy observation that if $L(x)$ contains four elements of a layer, then $F_x(y) = \emptyset$. This implies that $F_x(y) = \emptyset$ when $L(x)$ is a paired set of size at least 8.

The next observations easily follow from the previous lemma.

**Observation 4.2.** Let $T$ be a rooted 2-path labeled $vv_1v_2$ where $v$ is the root. Let $L$ be a list assignment satisfying $L(v) = L(v_1) = C$, and $|L(v_2)| = 1$ (i.e., $v_2$ is precolored). Then $L^a(v)$ is a paired 10-set.

**Observation 4.3.** Let $T$ be a rooted 3-path labeled $v_1v_2v_3$ with $v$ being the root. Let $L$ be a list assignment satisfying $|L(v_1)| = |L(v_3)| = 1$ and $L(v_2) = L(v) = C$. Then $L^a(v)$ is either a neighbored 5-set, or a neighbored 3-set, or it is a one-sided paired 4-set.
Observation 4.4. Let \((T, \sigma)\) be a signed rooted tree of Figure 2 with \(v\) being the root. Let \(L\) be a list assignment satisfying \(|L(v'_1)| = |L(v_2)| = 1\) and \(L(v) = L(v_0) = L(v_1) = C\). Then we have \(|L^a(v)| \geq 8\).

![Figure 2: Configuration in Observation 4.4](image)

The next observation follows from the proof of Lemma 4.1 (2) and (4).

Observation 4.5. Let \(xy\) be a signed edge. If \(L(x)\) consists of one color, then \(C \setminus F_x(y)\) is a neighbored 5-set. If \(L(x)\) is a neighbored 3-set, then \(C \setminus F_x(y)\) is a paired 8-set containing neither \(C^+\) nor \(C^-\).

The next two observations are also straightforward and we will use them frequently in Section 5. Note that a set consisting of eight elements of two layers, which is a paired 8-set, does not contain a neighbored 5-set.

Observation 4.6. Let \((K_2, \sigma)\) be a signed edge \(xy\). Suppose that \(L\) is a list assignment of \((K_2, \sigma)\) satisfying that each of \(L(x)\) and \(L(y)\) is either a neighbored 5-set or a paired 8-set. Then one can choose \(c_x \in L(x)\) and \(c_y \in L(y)\) such that \(c_x\) and \(c_y\) are in different layers and \(m^*(c_x c_y) = \sigma(xy)\).

Observation 4.7. Let \((P_3, \sigma)\) be a signed path \(xzy\) and let \(L\) be a list assignment where \(L(z) = C, L(x) = \{c_x\}\) and \(L(y) = \{c_y\}\). Then \((P_3, \sigma)\) is \(L\)-colorable unless one of the following conditions holds:

1. \(c_x\) and \(c_y\) are in the same layer but on different sides, and \(P_3\) is a positive path;
2. \(c_x\) and \(c_y\) are in the same layer and on the same side, and \(P_3\) is a negative path.

Next we have a few lemmas on list coloring of paths and cycles.

Lemma 4.8. Let \((P_3, \sigma)\) be a signed path \(xyz\) and let \(L\) be its list assignment satisfying one of the following conditions:

1. \(L(y)\) is a full list, \(L(x) = \{c_x\}\) and \(L(z) = \{c_z\}\) where \(c_x\) and \(c_z\) are in different layers;
2. \(L(y)\) is a paired 10-set, \(L(x) = \{c_x\}\), and \(L(z)\) is a neighbored 5-set;
(3) \(|L(y)| \geq 5\) and each of \(L(x)\) and \(L(z)\) is a neighbored 5-set;

Then \((P_3, \sigma)\) is \(L\)-colorable.

Proof. The first case is just a restatement of Observation 4.7. To prove the other two cases, by Observation 3.1 we may assume both edges are positive. For the second case, without loss of generality, we may assume that \(c_x = 1^+\). If \(L(z)\) contains one of \(3^−, 4^−, 5^−\), and \(6^−\), say \(5^−\) without loss of generality, then we take \(c_z = 5^−\). Since \(L(y)\) is a paired 10-set, it contains one of \(2^−\) or \(6^+\) either of which completes the coloring. If \(L(z)\) contains none of \(3^−, 4^−, 5^−\), and \(6^−\), then, as it is a neighbored 5-set, it must contain \(3^+, 4^+, 5^+, 6^+\). If the choice of \(c_z = 3^+\) does not work, then \(L(y)\) is the complement of \(\{5^+, 6^+\}\), in which case taking \(c_z = 5^+\) would work.

For the third claim, without loss of generality, we assume \(L(x) = \{1^+, 2^+, 3^+, 4^+, 5^−\}\). Then except for \(5^−\) and \(6^−\) every vertex of \(DSG(K_6, M)\) is connected by a positive edge to at least one vertex in \(L(x)\). Similarly, there is only one pair, say \(a, b\), of vertices of \(DSG(K_6, M)\) which is not connected by a positive edge to at least one vertex in \(L(z)\). Since \(|L(y)| \geq 5\), there is a color in \(L(y)\) different from \(5^−, 6^−, a\), and \(b\). Assigning this color to \(y\), we can find choices for \(x\) and \(z\).

\[\square\]

Lemma 4.9. Let \((K_2, \sigma)\) be a signed edge \(uv\) and let \(L\) be its list assignment where \(L(u)\) is a neighbored 5-set and \(L(v)\) is either \(C^+\) or \(C^−\). Then there exists a choice \(c_u \in L(u)\) and a 4-subset \(L'(v)\) of \(L(v)\) such that for every \(c_v \in L'(v)\), \(m^*(c_u, c_v) = \sigma(uv)\).

Proof. As a neighbored 5-set intersecting both \(C^+\) and \(C^−\), if \(\sigma(uv)\) is positive, then we choose \(c_u \in L(u) \cap L(v)\), otherwise we choose \(c_u \in L(u) \cap (C \setminus L(v))\). Then \(c_u\) has four neighbors in \(L(v)\) which are adjacent to it by edges of sign \(\sigma(uv)\).

\[\square\]

Lemma 4.10. Let \((P_3, \sigma)\) be a signed path \(xzy\) with \(\sigma(xz) = \alpha\) and \(\sigma(zy) = \beta\). Given a layered 6-set \(X\), for every \(c_x \in X\) and \(c_y \in X^{\alpha\beta}\), there exists \(c_z \in C\) such that \(m^*(c_x, c_z) = \sigma(xz)\) and \(m^*(c_z, c_y) = \sigma(zy)\).

Proof. By Observation 3.1, we assume that \(\alpha = \beta = +\). Then \(X^{\alpha\beta} = X\). For every \(c_x, c_y \in X\), since \(X\) is a layered 6-set, we have three possibilities: (1) \(c_x = \text{mate}(c_y)\); (2) \(c_x\) and \(c_y\) are in different layers; (3) \(c_x = c_y\). In all cases, Observation 4.7 assures that \(c_z\) exists.

\[\square\]

Lemma 4.11. Let \((P_{2k}, \sigma)\) be a signed path where \(P_{2k} = v_1v_2 \cdots v_{2k}\) for \(k \geq 1\) and let \(L\) be a list assignment of \((P_{2k}, \sigma)\) satisfying one of the following conditions:

\begin{enumerate}
  \item \((1)\) \(L(v_1)\) is a paired 3-set, \(L(v_{2k})\) is either a one-sided 4-set or a not layered 4-set, and for \(i \in \{2, \ldots, 2k − 1\}\), \(|L(v_i)| \geq 10\) for even \(i\).
  \item \((2)\) \(L(v_1)\) is either a one-sided 4-set or a not layered 4-set, \(L(v_{2k})\) is a paired 3-set and for all \(i \in \{2, \ldots, 2k − 1\}\), \(|L(v_i)| \geq 10\) for even \(i\).
\end{enumerate}
Then \((P_{2k}, \sigma)\) is \(L\)-colorable.

Proof. For \(k = 1\), we consider a signed edge \(v_1v_2\) with \(v_1\) being its root. Let \(L\) be a list assignment satisfying that \(L(v_1)\) is a paired 3-set and \(L(v_2)\) is a one-sided 4-set. By Lemma 4.1(5) \(|F_{v_2}(v_1)| \leq 2\). For any color \(c \in L(v_1)\), we can color \(v_1\) by the remaining color from \(L(v_1) \setminus F_{v_2}(v_1)\).

For the first case with \(k \geq 2\), consider \((P_{2k}, \sigma)\) as a rooted signed tree with root \(v_{2k-1}\). Since \(|L(v_1)| \geq 3\), \(L^a(v_2)\) which is \(L(v_2) \setminus F_{v_1}(v_2)\), by Lemma 4.1(4) contains a paired set of size at least 6. By Lemma 4.1(7) and Lemma 4.1(4), we can propagate this and obtain that \(|L^a(v_{2i-1})| = |L(v_{2i-1}) \setminus F_{v_{2i-2}}(v_{2i-1})| \geq 5 - 2 = 3\) and \(|L^a(v_{2i})| = |L(v_{2i}) \setminus F_{v_{2i-1}}(v_{2i})| \geq 10 - 4 = 6\) for \(i \in \{2, \ldots, k - 2\}\). Finally, by Lemmas 4.1(5) and 4.1(7) for the root \(v_{2k-1}\), we have \(|L^a(v_{2k-1})| = |L(v_{2k-1}) \setminus (F_{v_{2k}}(v_{2k-1}) \cup F_{v_{2k-2}}(v_{2k-1}))| \geq 5 - 2 - 2 = 1\).

For the second case, we similarly consider \((P_{2k}, \sigma)\) as a rooted signed tree with root \(v_{2k-1}\). As \(L(v_1)\) is either a one-sided 4-set or a not layered 4-set, we have \(|L^a(v_2)| = |L(v_2) \setminus F_{v_1}(v_2)| \geq 10 - 2 = 8\). Recursively modifying lists of admissible colors on \(v_i\)'s, we have \(|L^a(v_{2i})| = |L(v_{2i}) \setminus F_{v_{2i-1}}(v_{2i})| \geq 10 - 2 = 8\) and \(|L^a(v_{2i+1})| = |L(v_{2i+1}) \setminus F_{v_{2i}}(v_{2i+1})| \geq 5 - 0 = 5\) for \(i \in \{2, \ldots, k - 2\}\). For the root \(v_{2k-1}\), we have \(|L^a(v_{2k-1})| = |L(v_{2k-1}) \setminus (F_{v_{2k}}(v_{2k-1}) \cup F_{v_{2k-2}}(v_{2k-1}))| \geq 5 - 4 - 0 = 1\). This completes the proof. \(\square\)

Lemma 4.12. Let \((C_4, \sigma)\) be a signed 4-cycle \(x y z t\) and let \(L\) be a list assignment where each of \(L(x)\) and \(L(t)\) is a neighbored 5-set, and each of \(L(y)\) and \(L(z)\) is a paired 10-set. Then \((C_4, \sigma)\) is \(L\)-colorable.

Proof. By switching, if necessary, we may assume that \(x, y, z,\) and \(z t\) are all positive edges. If \(x t\) is also a positive edge, then we choose colors \(c_x \in L(x)\) for \(x\) and \(c_t \in L(t)\) for \(t\) such that they are in different layers but on the same side. This is possible because \(L(x)\) and \(L(t)\) are both neighbored 5-sets. We may then assume, without loss of generality, \(c_x = 1^+\) and \(c_t = 3^+\). Then on DSG\((K_6, M)\) the possible choices for the pair of two vertices \((y, z)\) are: \((2^-, 4^-), (4^+, 5^+)\) and \((6^+, 2^+)\). But since in each of \(L(y)\) and \(L(z)\) only one pair is missing, at least one of these three possibilities works.

Thus we may assume \(x t\) is a negative edge. We may always have a choice for \(c_x \in L(x)\) and \(c_t \in L(t)\) such that they are on different sides and in different layers. Without loss of generality, assume \(c_x = 1^+\) and \(c_t = 3^-\). Then the option to extend \(x y z t\)-path is either coloring vertex \(y\) with \(2^-\) and vertex \(z\) from \(\{5^-, 6^-\}\), or coloring vertex \(z\) with \(4^+\) and vertex \(y\) from \(\{5^+, 6^+\}\). Therefore, if \((C_4, \sigma)\) is not \(L\)-colorable, then either \(L(y) = \{1^-, 2^-, 3^+, 4^+\}\), \(L(z) = \{3^+, 4^+\}\) or \(L(y) = \{5^+, 6^+\}\), \(L(z) = \{5^-, 6^-\}\). However, as \(L(x)\) and \(L(t)\) are both neighbored 5-sets, we also have one of the two following possibilities for \(c_x\) and \(c_t\): either they form a pair, or \(c_x \in C^-\) and \(c_t \in C^+\). But for each of the possibilities we have a choice for \(y\) and \(z\). \(\square\)

Lemma 4.13. Let \((C_{2k}, \sigma)\) be a signed even cycle \(v_1v_2 \cdots v_{2k}\) with \(k \geq 2\) and let \(L\) be a list assignment of \((C_{2k}, \sigma)\) satisfying one of the following conditions:
(1) For even values of $i$, $L(v_i)$ is a neighbored 5-set, and for odd values of $i$, it is a paired 10-set.

(2) $L(v_1) = C$, $L(v_2)$ is a paired 8-set having four elements on each side, and $L(v_{2k})$ is a neighbored 5-set. For other vertices $v_i$, $L(v_i)$ is a paired 10-set if $i$ is even and $L(v_i)$ is a neighbored 5-set if $i$ is odd.

(3) $L(v_1) = C$, $L(v_2)$ and $L(v_{2k})$ are neighbored 5-sets, $L(v_3)$ is a paired 8-set having four elements on each side. For other vertices, if any, $L(v_i)$ is a neighbored 5-set if $i$ is odd and $L(v_i)$ is a paired 10-set otherwise.

Then $(C_{2k}, \sigma)$ is $L$-colorable.

Proof. By Observation \[3.1\] we may assume that $\sigma(v_{2k}v_1) = \sigma(v_2v_1) = \sigma(v_2v_3) = +$ in all cases. We consider each case separately.

1. Since $L(v_{2k})$ is a neighbored 5-set, either $L(v_{2k}) \cap C^+$ or $L(v_{2k}) \cap C^-$ is a one-sided 4-set. Without loss of generality, we assume that $|L(v_{2k}) \cap C^+| = 4$. Since $L(v_2)$ is also a neighbored 5-set, $L(v_2)$ has at least one element in $C^+$, without loss of generality, let $1^+$ be such an element and assign it to $v_2$. Then, using Lemma \[4.1(2)\] update the list of colors available at $v_3$ to a neighbored 3-set $L'(v_3)$. Furthermore, update the list of available colors at $v_{2k}$ to the one-sided 4-set $L'(v_{2k}) = C^+ \cap L(v_{2k})$ and leave the lists of other vertices as they were given. Applying Lemma \[4.1(2)\] to the signed path $(P_{2k-2}, \sigma)$ with $P_{2k-2} = v_3 \cdots v_{2k}$ and with the modified list assignment given above, we color all the vertices of $P_{2k-2}$. If $v_{2k}$ is colored $1^+$ or $2^+$, then, as $L(v_1)$ is a 10-set, we will find a choice to extend the coloring to $v_1$ and we are done. Else, by symmetry among colors $3^+, 4^+, 5^+, 6^+$, we may assume $v_{2k}$ is colored $3^+$. If this coloring is not extendable to $v_1$, then $L(v_1) = C - \{5^+, 6^+\}$.

If $\{5^+, 6^+\} \cap L(v_2) \neq \emptyset$, then by choosing a color for $v_2$ from $\{5^+, 6^+\}$ and repeating the same process, this time we are sure to have a choice to color $v_1$. Thus we have one of the two possibilities for $L(v_2)$: (i) It contains $\{1^+, 2^+, 3^+, 4^+\}$. (ii) It is $\{1^+, 3^-, 4^-, 5^-, 6^+\}$. If the latter, we choose a color for $L(v_{2k})$ from $C^-$, and repeat the previous process with $L'(v_{2k-1})$ being a neighbored 3-set and $L'(v_2) = \{3^-, 4^-, 5^-, 6^+\}$. Hence, we must have $\{1^+, 2^+, 3^+, 4^+\} \subset L(v_2)$. By the symmetry of $v_{2k}$ and $v_2$, we also have $\{1^+, 2^+, 3^+, 4^+\} \subset L(v_{2k})$. But then once again we repeat the original process by assigning the color in $L(v_2) \cap \{5^-, 6^+\}$ to $v_2$ and taking $L'(v_{2k}) = \{1^+, 2^+, 3^+, 4^+\}$. This time for each choice of color for $v_{2k}$ we will find a choice for $v_1$ which is not in $\{5^+, 6^+\}$.

2. Since $L(v_{2k})$ is a neighbored 5-set, without loss of generality, we assume that $|L(v_{2k}) \cap C^+| = 4$. Let $L'(v_2) = L(v_2) \cap C^+$. We update the list of available colors at $v_2$ to $L'(v_2)$, observing that it is a one-sided 4-set. Considering the tree $v_2v_3$ rooted at $v_3$, by Lemma \[4.1(5)\] since $L(v_3)$ is a neighbored 5-set, we update the list of available colors at $v_3$ to a neighbored 3-set $L'(v_3)$. Now set $L'(v_{2k}) = L(v_{2k}) \cap C^+$, and $L'(v_i) = L(v_i)$ for $i \in \{4, \ldots, 2k - 1\}$. Applying Lemma \[4.1(1)\] to the signed path $P_{2k-2} = v_3 \vdots v_{2k}$ and with the modified list assignment given here, we color all the vertices of $P_{2k-2}$. Noting
that the colors of $v_{2k}$ and $v_2$ are both chosen from $C^+$, and by Lemma 4.10 we can complete the coloring to $v_1$.

We first assume that for a color $c \in L(v_2)$, four positive neighbors (connected by positive edges) of $c$ are in $L(v_3)$. In that case, we color $v_2$ by $c$. We update $L(v_{2k})$ by removing colors in the same layer as $c$ and $L(v_3)$ by taking the four positive neighbors of $c$. To complete the coloring, we color the path $v_3v_4 \cdots v_{2k}$ by Lemma 4.11(2). Then by Lemma 4.8 we can find a color for $v_1$ and we are done.

If no such a choice of $c$ exists, then $L(v_2) \subset L(v_3)$, as otherwise any color in $L(v_2) \setminus L(v_3)$ would work. Thus, without loss of generality, we may assume $L(v_2) = \{1^+, 2^+, 3^+, 4^+, 5^-, 6^-\}$ and $L(v_3) = \{1^+, 2^+, 3^+, 4^+, 5^-, 6^-\}$. Next, we examine the choice of $3^+$ for $v_2$. This updates $L(v_3)$ to a neighbored 3-set. If $L(v_{2k})$ contains at most one of $3^-$ and $4^-$, then the updated list $L'(v_{2k}) = L(v_{2k}) \setminus \{3^-, 4^-\}$ contains a one-sided 4-set and we are done by applying Lemma 4.11(1). Thus we assume $\{3^-, 4^-\} \subset L(v_{2k})$. This implies that $|L(v_{2k}) \cap \{1^+, 2^+, 5^+, 6^+\}| = 1$. Let $c_1$ be the common element. We set $L'(v_{2k}) = \{3^-, 4^-, c_1\}$ and $L(v_3) = \{3^+, 4^+, 5^-, 6^-\}$. Then, using Lemma 4.11(2) we color the path $v_3v_4 \cdots v_{2k}$. It remains to show that for any choice of $v_{2k}$ and $v_3$, our coloring is extendable to $v_1$ and $v_2$. Recall that we have assumed $v_{2k}v_1, v_1v_2$, and $v_2v_3$ are all positive edges. Let $c_3$ denote the color of $v_3$. If $c_3 = 3^-$, then we choose a color from $\{4^+, 5^-\}$ which is not in the same layer as the color of $v_{2k}$. The extension to $v_1$ can then be done by Lemma 4.13. In the case of $c_3 = 4^-$, we can similarly choose a color for $v_2$ from $\{3^+, 5^-\}$. If $c_3 \in \{3^+, 4^+\}$, then we can choose any color from $\{1^+, 2^+\}$ for $v_2$. Noting that $c_1 \in \{1^+, 2^+, 5^+, 6^+\}$, by Observation 4.7, there exists a color for $v_1$. □

Lemma 4.14. Let $(C_{2k+1}, \sigma)$ be a signed odd cycle where $C_{2k+1} = v_1v_2 \cdots v_{2k+1}$ and let $L$ be a list assignment of $(C_{2k+1}, \sigma)$ satisfying one of the following conditions:

(1) $L(v_i)$ is a neighbored 5-set for each even $i$ and $L(v_i)$ is a paired 10-set for each odd $i$.

(2) $L(v_1) = C$, and $L(v_{2k+1})$ is a neighbored 5-set. For other vertices, $L(v_i)$ is a neighbored 5-set if $i$ is even and $L(v_i)$ is a paired 10-set otherwise.

Then $(C_{2k+1}, \sigma)$ is $L$-colorable.

Proof. [1] Applying Lemma 4.9 to the signed edge $v_{2k}v_{2k+1}$, since $L(v_{2k})$ is a neighbored 5-set and $L(v_{2k+1})$ is a paired 10-set (containing either $C^+$ or $C^-$), we can assign a color $c_{v_{2k}} \in L(v_{2k})$ to $v_{2k}$ and choose a subset $L'(v_{2k+1})$ of $L(v_{2k+1})$ which is a one-sided 4-set and has the property that for each $c \in L'(v_{2k+1})$ we have $m^*(c_{v_{2k}}c) = \sigma(v_{2k}v_{2k+1})$. Considering the signed edge $v_{2k}v_{2k-1}$, by Lemma 4.1(2) $|L^a(v_{2k-1})| \geq 3$. We set $L'(v_{2k-1}) := L^a(v_{2k-1})$ and $L'(v_i) = L(v_i)$ for $i \in \{1, 2, \ldots, 2k - 2\}$. We may now apply Lemma 4.11(2) to the signed path $(P_{2k}, \sigma)$ where $P_{2k} = v_{2k+1}v_1v_2 \cdots v_{2k-1}$ and we are done.

[2] The proof of this case is similar to the proof of Lemma 4.13(3). For $k = 1$, by Observation 4.6, we can always choose $c_{v_2} \in L(v_2)$ and $c_{v_3} \in L(v_3)$ which are in
different layers such that the sign of \( v_2v_3 \) is preserved. By Lemma 4.18, this coloring can be extended to \( v_1 \). Thus we may assume \( k \geq 2 \) and, by Observation 3.1, we may assume that \( \sigma(v_1v_2) = \sigma(v_1v_{2k+1}) = \sigma(v_2v_3) = + \). Furthermore, without loss of generality, we assume that \( L(v_2) = \{1^+, 2^+, 3^+, 4^+, 5^-\} \).

If \( L(v_{2k+1}) \) contains four elements of \( C^+ \), then after taking three of them as \( L'(v_{2k+1}) \) and setting \( L'(v_2) = \{1^+, 2^+, 3^+, 4^+\} \) while keeping the rest of the lists same, we may apply Lemma 4.11 to color the path \( v_2v_3 \cdots v_{2k+1} \). This coloring then is extendable to \( v_1 \) by Observation 4.17.

If \( L(v_{2k+1}) \) contains \( \{5^-, 6^-, \} \), then we may take \( L'(v_{2k+1}) \) to consist of \( 5^-, 6^- \) and the only element of \( L(v_{2k+1}) \) in \( C^+ \), and complete the coloring as in the previous case. We may, therefore, assume \( L(v_{2k+1}) = \{1^-, 2^-, 3^-, 4^-, c\} \) where \( c \in \{5^+, 6^+\} \).

Next we consider the case that \( \{1^-, 2^-, 3^-, 4^-\} \subset L(v_3) \). By Lemma 4.1(5) there is a 3-subset \( L'(v_k) \) of \( L(v_k) \) such that the signed edge \( v_2v_{2k+1} \) is \( L' \)-colorable for every choice \( v_3 \subset L'(v_k) \) and \( L'(v_{2k+1}) = \{1^-, 2^-, 3^-, 4^-, c\} \). We may now first color the path \( v_3v_4 \cdots v_{2k} \) with the list assignment \( L'(v_3) = \{1^-, 2^-, 3^-, 4^-, c\} \), \( L'(v_2) \) defined above, and \( L(v_i) \) for all other values of \( i \) by Lemma 4.11. To complete the coloring, we color \( v_2 \) with \( 5^- \), and \( v_{2k+1} \) with a color from \( \{1^-, 2^-, 3^-, 4^-\} \). This coloring then is easily extendable to \( v_1 \). Thus, without loss of generality, we may assume that \( L(v_3) = C \backslash \{1^-, 2^-\} \).

To complete the proof, we consider the list assignment on the path \( v_4v_5 \cdots v_{2k+1} \) where \( v_{2k+1} \) is assigned \( L'(v_{2k+1}) = \{3^-, 4^-, c\} \) and each other vertex is assigned \( L(v_i) \). By Lemma 4.11, we have a list-coloring \( \phi \) of this path. Given \( \phi(v_4) \), one can always pick a color in \( \{3^+, 4^+, 3^-, 4^-\} \) for \( v_3 \) such that the sign of the edge \( v_3v_4 \) is preserved. However, for any such a choice, the coloring of \( v_3 \) and \( v_{2k+1} \) can be extended to \( v_1 \) and \( v_2 \) by argument similar to the end of the proof of previous lemma. This concludes the proof.

\[ \square \]

5 Mapping signed graphs to \((K_6, M)\)

In order to prove the first part of Theorem 2.6 it suffices to prove the following theorem.

**Theorem 5.1.** Let \((G, \sigma)\) be a signed graph with \( \text{mad}(G) < \frac{14}{5} \). Then \((G, \sigma)\) admits an edge-sign preserving homomorphism to \( \text{DSG}(K_6, M) \).

To prove Theorem 5.1 we assume that \((G, \sigma)\) is a minimum counterexample, i.e., \( \text{mad}(G) < \frac{14}{5} \), it does not map to \( \text{DSG}(K_6, M) \) and the number of vertices is as small as possible. The proof is organized as follows. In Subsection 5.1 we present a set of reducible configurations in the minimum counterexample \((G, \sigma)\). In Subsection 5.2 we use discharging arguments to show that at least one reducible configuration listed in Subsection 5.1 exists in \((G, \sigma)\), which is a contradiction that completes the proof.
5.1 Reducible configurations

In order to describe a forbidden configuration better, we use the following standard terminology: a vertex of degree $k$ may be referred to as a $k$-vertex. Moreover, a $k^+$-vertex is a vertex of degree at least $k$ and a $k^-$-vertex is a vertex of degree at most $k$. A $k_i$-vertex is a $k$-vertex with precisely $i$ neighbors of degree 2. When proving that a configuration $F$ is forbidden, we consider $F$ together with all its neighbors that are precolored. A precolored neighbor, say $v$, of $F$ might see more than one vertex in $F$. However, for simplicity, we will view such a configuration with multiple copies of $v$, one for each neighbor in $F$, and with all copies being assigned the same color as $v$. In a special case that $F$ is a tree, this will allow us to view the subgraph induced by $F$ and its neighbors as a tree.

Since $(K_6, M)$ is a vertex-transitive signed graph (with respect to switching isomorphisms), $\text{DSG}(K_6, M)$ is vertex-transitive with respect to edge-sign preserving isomorphisms. Therefore, we have the following.

**Lemma 5.2.** The graph $G$ is 2-connected, in particular, we have $\delta(G) \geq 2$.

Next we show that vertices of certain types are reducible.

**Lemma 5.3.** The graph $G$ does not contain the following types of vertices: $2_1$-vertex, $3_2$-vertex, $4_4$-vertex, $5_5$-vertex.

**Proof.** Observe that a $2_1$-vertex (respectively, $4_4$-vertex) is a subcase of a $3_2$-vertex (respectively, $5_5$-vertex). Thus it is enough to prove that $G$ has no $3_2$-vertex or $5_5$-vertex.

![Reducible configuration 3_2-vertex](image)

Figure 3: Reducible configuration $3_2$-vertex

Let $v$ be a $3_2$-vertex, let $u$ and $w$ be its 2-neighbors and let $x$ be its third neighbor. Moreover, let $y$ and $z$ be the other neighbors of $u$ and $w$ (see Figure 3). We claim that any $L$-coloring of $x$, $y$ and $z$ could be extended to a coloring of the signed tree induced by $u$, $v$ and $w$ (rooted at $v$). That is because the color of $x$ reduces the list of available colors at $x$ to a neighbored 5-set of which at most two elements become forbidden respectively by each of the $vu$ and $vw$-branches, leaving at least one admissible color at $v$.

The proof of $5_5$-vertex is similar. Let $v$ be a $5_5$-vertex. Consider the tree $T$ induced by $v$, its neighbors and their neighbors and suppose it is rooted at $v$. Assume all the leaves of $T$ are colored. Thus we have a full list of colors available at $v$ at the start, each of the five branches may forbid two from $L(v)$, leaving us with at least two admissible colors for $v$.

\[\Box\]
Observe that this simple argument will not work on other type of vertices, more precisely for any other type of a vertex \( v \), there will be a coloring of its neighborhood that leaves us with no admissible color at \( v \). However, in the next series of lemmas, we put some restriction on the neighborhood of the following types of vertices: \( 3_1 \)-vertex, \( 3_0 \)-vertex and \( 4_3 \)-vertex.

**Lemma 5.4.** No \( 3_1 \)-vertex is adjacent to a \( 4_3 \)-vertex in \( G \).

**Proof.** Suppose to the contrary that a \( 3_1 \)-vertex \( u \) is adjacent to a \( 4_3 \)-vertex \( v \). Let \( u_1, u_2 \) be the other two neighbors of \( u \) with \( u_2 \) being of degree 2, and let \( v_1, v_2, v_3 \) be the other three neighbors of \( v \) all of which are of degree 2. We consider two cases.

The first case is that \( u_2 \) is distinct from \( v_1, v_2, v_3 \). Let \( v_0 \) be the other neighbor of \( u_2 \), and let \( w_1, w_2, w_3 \) be the other neighbors of \( v_1, v_2, v_3 \) respectively. Observe that \( w_i \) and \( u_1 \) are not necessarily distinct vertices of \( G \), but as they are going to be precolored, and for the sake of this proof we may assume that they are distinct. Let \( T \) be the tree induced by \( u, v, u_2, v_1, v_2, v_3, w_0, w_1, w_2 \), and \( w_3 \) rooted at \( v \). See Figure 4 for an illustration.

![Figure 4: u and v sharing no common 2-neighbor](image)

Let \( L \) be a list assignment which assigns a list of size 1 to each of \( w_i \)'s and \( u_1 \), and a full list to the other vertices of \( T \). Observe that, by Observation 4.4 the \( u \)-branch of the tree forbids at most two pairs of colors from \( L(v) \) and by Observation 4.2 each other branch forbids at most one pair of colors from it, thus \( L^a(v) \) contains at least one pair of admissible colors. This completes the proof of this case.

The second case is that \( u \) and \( v \) have a common 2-neighbor, say \( w \). Let \( u_1 \) be the other neighbor of \( u \) and let \( v_1, v_2 \) be the other two neighbors of \( v \). Furthermore, let each of \( w_1 \) and \( w_2 \) be the neighbor of \( v_1 \) and \( v_2 \) (respectively) distinct from \( v \) (see Figure 5).

![Figure 5: u and v sharing a 2-neighbor](image)

As before, we may assume that \( u_1, w_1, \) and \( w_2 \) (precolored vertices) are distinct. Let \( T \) be the tree induced by \( \{u_1, u, v, v_1, v_2, w_1, w_2\} \) and let \( L \) be a list assignment which gives a single color to \( u_1, w_1, \) and \( w_2, \) and a full list to the other vertices. We will show that
has an $L$-coloring such that colors of $u$ and $v$ are in different layers. This completes the proof as for any such choice of colors for $u$ and $v$ one may find an extension for $w$ by Observation 4.7. Our claim itself is the result of the fact that considering $uu_1$-branch of $T$, $L^a(u)$ is a neighbored 5-set and considering only $vv_1$ and $vv_2$-branches, $L^a(v)$ contains a paired 8-set.

\[ \text{Lemma 5.5.} \quad \text{Two adjacent } 3_1\text{-vertices do not share a common 2-neighbor in } G. \]

\[ \text{Figure 6: Two adjacent } 3_1\text{-vertices sharing a common 2-neighbor.} \]

\[ \text{Proof.} \quad \text{Assume to the contrary that } u \text{ and } v \text{ are two adjacent } 3_1\text{-vertices of } G, \text{ and that } w \text{ is the common 2-neighbor of them. Let } u' \text{ be the third neighbor of } u \text{ and let } v' \text{ be the third neighbor of } v, \text{ see Figure 6. Thus we have a list assignment on the subgraph induced by } \{u', u, w, v, v'\} \text{ where } u' \text{ and } v' \text{ are precolored, and each of the other three has a full list. Our claim then follows from Observations 4.6 and 4.7 as in the proof of the previous lemma.} \]

\[ \text{Lemma 5.6.} \quad \text{A } 3_0\text{-vertex together with two } 3_1\text{-vertices do not induce a triangle in } G. \]

\[ \text{Proof.} \quad \text{Suppose to the contrary that two adjacent } 3_1\text{-vertices } u \text{ and } v \text{ share a } 3_0\text{-neighbor } w. \text{ By Lemma 5.5, } u \text{ and } v \text{ do not have a common 2-neighbor. Let } u' \text{ and } v' \text{ be their 2-neighbors respectively. As } w \text{ has no 2-neighbor, its third neighbor } w' \text{ is distinct from } u' \text{ and } v'. \text{ We label the other neighbors of } u' \text{ and } v' \text{ as } u_1 \text{ and } v_1, \text{ respectively. Observe that, } u_1 \text{ and } v_1 \text{ do not need to be distinct from each other or from } w', \text{ however, since all three of them are precolored, we may assume they are distinct. After forming the set of admissible colors on } u, v, w, \text{ induced by the coloring of } u_1, v_1, \text{ and } w', \text{ respectively, with the updated list, the conditions of Lemma 4.14(1) with } k = 1 \text{ are satisfied, implying that this configuration is reducible.} \]

\[ \text{Lemma 5.7.} \quad \text{No } 3_1\text{-vertex has two } 3_1\text{-neighbors in } G. \]

\[ \text{Proof.} \quad \text{Suppose to the contrary that } u, v, w \text{ are three } 3_1\text{-vertices and } v \text{ is adjacent to both } u \text{ and } w. \text{ Let } u_1, v_1, \text{ and } w_1 \text{ each be the 2-neighbor of } u, v, \text{ and } w \text{ respectively. By Lemma 5.5 we know } v_1 \text{ is distinct from } u_1 \text{ and } w_1. \text{ Furthermore, } u \text{ and } w \text{ are not adjacent, as otherwise we will have a sub-configuration of Lemma 5.6. Depending on whether } u_1 \text{ and } w_1 \text{ are distinct or not, we consider two cases.} \]

\[ \text{Case 1: } u_1 \neq w_1. \text{ We will use the labeling of vertices near } u, v \text{ and } w \text{ as given in Figure 7, noting that } u_2, u'_1, v'_1, w'_1 \text{ and } w_2 \text{ are distinct from } u, v, w, u_1, v_1, \text{ and } w_1, \text{ but they are not necessarily distinct from each other, however as they are precolored, this would not matter in our proof.} \]
We consider the rooted tree at \( v \) (of Figure 7) whose leaves are precolored and at start all colors are available on each of the internal vertices. Then, by Observation 4.4, each of the \( u \)-branch and the \( w \)-branch of the tree forbids at most four colors from \( L(v) \), while by Observation 4.2, the \( v_1 \)-branch of the tree forbids exactly two colors. Thus there are always at least two admissible colors in \( L(v) \).

**Case 2:** \( u_1 = w_1 \). We follow the labeling of Figure 8 where this common 2-neighbor is relabeled as \( x \).

We note again that vertices \( u_2, w_2, \) and \( v_1' \) of this figure are distinct from other vertices of the figure but not necessarily distinct from each other. We first assign a list to each of the vertices where \( u_2, w_2, \) and \( v_1' \) are precolored, and the other five vertices each has a full list. Then we update the list of \( u \) according to \( u_2 \), the list of \( v \) according to \( v_1 \)-branch, and the list of \( w \) according to \( w_2 \). In updated lists, \( L(u) \) and \( L(w) \) each is a neighbored 5-set, \( L(v) \) is a paired 10-set and \( L(x) \) is a full set. Thus we may apply Lemma 4.13 (1) with \( k = 2 \).

**Lemma 5.8.** Let \( u \) be a \( 3_{0} \)-vertex of \( G \) whose neighbors \( x, y, \) and \( z \) are all \( 3_{1} \)-vertices. If \( x \) and \( y \) have a common neighbor, say \( w \), then \( d(w) \geq 4 \).

**Proof.** We first observe that, by Lemma 5.6, \( \{x, y, z\} \) is an independent set of vertices. Let \( w \) be a common neighbor of \( x \) and \( y \). Observe that \( w \) is not a \( 3_{1} \)-vertex as otherwise it would contradict Lemma 5.7. Next we show that \( w \) cannot be a 2-vertex.

![Figure 9: Neighborhood of a 3_0-vertex](image)

Suppose to the contrary that \( w \) is a 2-vertex (see Figure 9). Having colored the rest of \((G, \sigma)\) except for the 2-neighbor of \( z \), we are left with a list assignment on \( u, x, y, z, \) \( w \) where each of \( L(x) \) and \( L(y) \) is a neighbored 5-set, \( L(w) \) is a full list, and by applying Observation 4.4 to the \( uz \)-branch of the figure, we modify the list of \( u \) to a paired 8-set. We may then apply Lemma 4.13 (3) on the 4-cycle \( uxyz \) and we are done.
Finally we show that \( w \) cannot be a 30-vertex either. Depending on whether \( w \) is adjacent to \( z \) or not, we have two cases to consider:

**Case 1:** \( w \sim z \). We follow the labeling of Figure 10.

![Figure 10: w is adjacent to z](image)

Assuming that the rest of the graph is precolored, to extend the coloring to this part of the graph we have a full list of colors available on \( u \) and \( w \), and on each of \( x \), \( y \) and \( z \) we have a paired 10-set available, or, equivalently, only a paired 2-set is missing. In what follows, we will try three possible partial colorings of \( u \) and \( w \), for each choice we either can extend the partial coloring to the full configuration, or will give a condition on the lists for \( x \), \( y \) and \( z \). Then we will find fourth assignment to \( u \) and \( w \) that is extendable.

Our first coloring to consider satisfies that \( \phi(u) = 1^+ \) and \( \phi(w) = 3^+ \). This coloring can be extended to \( x \), \( y \) and \( z \) unless for one of them, say \( x \), one of the following holds: (1) both \( ux \) and \( xw \) are negative edges and the missing pair on \( x \) is \( \{5^-, 6^-\} \) or (2) both \( ux \) and \( xw \) are positive edges and the missing pair on \( x \) is \( \{5^+, 6^+\} \).

As the second choice, we try the coloring \( \phi(u) = 1^+ \) and \( \phi(w) = 5^+ \). Similarly, if this choice of colors is not extendable, for some vertex, say \( y \), either (3) both \( uy \) and \( yw \) are negative edges and the missing two colors are \( \{3^-, 4^-\} \) or (4) both \( uy \) and \( yw \) are positive edges and the missing pair on \( y \) is \( \{3^+, 4^+\} \), which, in particular, justifies the choice \( y \neq x \).

As a third try, on examining the coloring \( \phi(u) = 1^+ \) and \( \phi(w) = 3^- \), we conclude that for one of the three vertices, say \( z \), either (5) \( uz \) is positive and \( zw \) is negative with \( \{5^+, 6^+\} \) as the missing pair on \( z \) or (6) \( uz \) is negative and \( zw \) is positive with \( \{5^-, 6^-\} \) as the missing pair on \( z \). Theses conditions also justify that \( z \) is distinct from both \( x \) and \( y \).

We now observe that the choice of \( \phi(u) = 1^+ \) and \( \phi(w) = 5^- \) is extendable on all three of \( x \), \( y \), \( z \).

**Case 2:** \( w \not\sim z \). We will use the labeling of Figure 11.

Upon forming lists of available colors on \( u \), \( x \), \( w \) and \( y \) using \( zz_1 \)-branch for \( u \), \( x_1 \)-branch for \( x \), and \( y_1 \)-branch for \( y \), the list of \( u \), by Observation 4.4, is a paired 8-set. The list of \( w \) is a neighbored 5-set and the list of each of \( x \) and \( y \) is a paired 10-set, equivalently, only a paired 2-set of colors is missing at \( x \) or \( y \). In particular, there is one color from each layer available at \( w \). For one such color, say \( c \), there must be three pairs of colors available for \( u \) each not in the same layer as \( c \). Let \( c_1 \), \( c_2 \) and \( c_3 \) each be a color...
from one of these pairs. We may now proceed as in the previous lemma, assigning $c$ to $w$ and $c_i$ to $u$ would be not extendable only if $x$ or $y$ is of a certain type, but there are only two of these vertices and three distinct possibilities.

5.1.1 Paths in 3-subgraph

We have so far seen that $(G, \sigma)$, the minimum counterexample to our claim, has no $3_2$-vertex and no $3_1$-vertex seeing two other $3_1$-vertices. To complete our proof, we need further information on the subgraph induced by $3$-vertices. When applying the discharging technique in the next section, among $3_0$-vertices the poorest one would be: a $3_0$-vertex all whose neighbors are $3_1$-vertex, such vertices are called type 1; a $3_0$-vertex with two $3_1$-neighbors one of which has another $3_1$-neighbor, such vertices are called type 2. A path of $(G, \sigma)$ is said to be poor if first of all its vertices are alternatively of type $3_0$ and $3_1$, and secondly, the first and the last vertices of the path are among the poorest type of $3_0$-vertices.

Our goal is to show that $(G, \sigma)$ does not contain a poor path. To this end, we will assume that $P$ is a minimum poor path in $(G, \sigma)$ whose vertices are labeled $v_1v_2 \cdots v_{2k+1}$. If the end vertex $v_1$ is of type 1, then we label its other $3_1$-neighbors $v_0$ and $v'_0$. If the end vertex $v_1$ is of type 2, then its other $3_1$-neighbor is labeled $v_0$ and the other $3_1$-neighbor of $v_0$ is labeled $v_{-1}$. Vertices $v_{2k+2}$, $v'_{2k+2}$, and $v_{2k+3}$ are defined similarly. Observe that, by Lemma 5.7, vertices $v_{-1}$ and $v_{2k+3}$, when exist, are two distinct vertices. Thus for $k \geq 1$, depending on the types of two ends of the poor path, we have three possible types of poor paths. For $k = 0$, $v_1$ is viewed as the end vertex from each direction, but as it is a $3$-vertex, it cannot be of type 1 from each end, thus we can only have two types of poor paths. In Figure 12, both of these two possibilities are depicted, where only one possibility for $k \geq 1$ is also presented.

Let $I_{3_0} = \{1, 3, \ldots, 2k - 1, 2k + 1\}$ and $I_{3_1} = \{0, 2, \ldots, 2k, 2k + 2\}$. As every $3_1$-vertex has a 2-neighbor, for $i \in I_{3_1} \setminus \{0, 2k + 2\}$ the vertex $v_i$ is not adjacent to any vertex $v_j$ for $j \in I_{3_0} \cup I_{3_1} \setminus \{i - 1, i + 1\}$. Moreover, by Lemma 5.8, vertices $v_0$ and $v'_0$, when the latter exists, do not share a 2-neighbor. Furthermore, vertices $v_0$ and $v'_0$ are not distinguishable in a poor path so we can switch their roles if necessary. We can similarly treat $v_{2k+2}$ and $v'_{2k+2}$.
Figure 12: Poor paths

**Lemma 5.9.** In the minimum counterexample \((G, \sigma)\), let \(P = v_1 v_2 \cdots v_{2k+1}\) be a minimum poor path. For \(k \geq 1\), the vertex \(v_0\) is not adjacent to \(v_i\) for \(i \in \{2, 3, \ldots, 2k, 2k+1\}\). For \(k \geq 0\), the vertex \(v_{2k+2}\) is not adjacent to \(v_j\), \(j \in \{1, 2, \ldots, 2k\}\). Moreover, \(v_0 \neq v_{2k+2}\).

**Proof.** We give a proof for \(v_0\), the argument for \(v_{2k+2}\) follows by symmetry. It is already mentioned in the paragraph preceding the lemma that \(v_0\) is not adjacent to \(v_i\) for even values of \(i\). Thus, we only need to consider the odd values of \(i\).

In the case of \(k = 0\), because \(v_1\) is of degree 3, at least one side is of type 2, thus one of \(v_0\) or \(v_2\) has its degree already full and both of the claims follow.

Next we consider the case \(k = 1\). The claim is that \(v_0\) is not adjacent to \(v_3\). By contradiction suppose it is. Since \(v_0\) is a 3\(_1\)-vertex, we already have \(v_1\) and \(v_3\) as the neighbors of \(v_0\) which are not 2-vertices. This, in particular, implies that \(v_3\) is of type 1 and that \(v_0 = v_4\), and \(v'_4\) is the other 3\(_1\)-neighbor of \(v_3\). We may now apply Lemma 5.8 with \(u = v_3\). This completes the proof for \(k = 1\).

For \(k \geq 2\), and for the first part of the claim, observe that \(v_1\) must be of type 1, as otherwise \(v_1\) and \(v_{-1}\) are the only 3-neighbors of \(v_0\). Assume to the contrary that \(v_0\) is adjacent to \(v_j\) for an odd value of \(j\). We now get a contradiction with the minimality of \(P\) by considering the shorter poor path: \(v_j v_{j+1} \cdots v_{2k+1}\). It remains to show that \(v_0 \neq v_{2k+2}\). Again, suppose to the contrary that \(v_0 = v_{2k+2}\). Thus \(v_0\), which is a 3\(_1\)-vertex, is adjacent to both \(v_1\) and \(v_{2k+1}\), and, therefore, it has no other 3-neighbor. Hence,
both \( v_1 \) and \( v_{2k+1} \) are of type 1. But again we get a contradiction to the minimality of \( P \) by taking the shorter poor path: \( v_1v_0v_{2k+1} \).

\[ \square \]

**Lemma 5.10.** In the minimum counterexample \((G,\sigma)\) and with \( P = v_1v_2 \cdots v_{2k+1} \) as a minimum poor path, the following statements hold:

(a) For any \( i \in I_{3_1} \cup \{-1\} \) and \( j \in I_{3_1} \cup \{2k + 3\} \), the vertices \( v_i \) and \( v_j \) do not have a common 2-neighbor.

(b) For any \( i \in I_{3_3} \cup \{-1\} \), \( j \in I_{3_3} \cup \{2k + 3\} \), the vertex \( v_i \) is not adjacent to the vertex \( v_j \).

(c) The vertex \( v_0 \) is not adjacent to \( v_{2k+2} \).

**Proof.** We prove the first two claims by contradiction. We consider all the pairs \( i,j \) for which one of the two statements does not hold. Among all such pairs then we choose one where \( j \) is the minimum possible and, based on this condition, \( i \) is the maximum possible. Then, depending on which of the statement fails for this pair of \( i,j \), we consider two separate cases.

**Case 1:** The statement (a) does not hold for \( i \) and \( j \). We will consider four subcases based on \( i \) and \( j \).

- \((i, j) = (-1, 2k + 3)\). In particular, we assume that \( v_{-1} \) and \( v_{2k+3} \) exist, and that they are distinct from other vertices. Hence, \( v_0 \) is not adjacent to \( v_{2k+2} \). Let \((H,\sigma)\) be the subgraph of \((G,\sigma)\) induced by the vertices of \( P \), the vertices \( v_{-1}, v_0, v_{2k+2}, v_{2k+3} \) and all their 2-neighbors. Let \( u \) be the common 2-neighbor of \( v_{-1} \) and \( v_{2k+3} \). Observe that, by the maximality of \( j \) and the minimality of \( i \), expect for \( u \), every other 2-vertex in \((H,\sigma)\) sees only one vertex in \((H,\sigma)\) and that there is no connection between \( 3_0 \)-vertices of \((H,\sigma)\). We may then color \((G,\sigma) \setminus (H,\sigma)\) by the minimality of \((G,\sigma)\), and with respect to this partial coloring, consider the list of available colors on the vertices of \((H,\sigma)\). Observe that if we remove all 2-vertices except \( u \) from \((H,\sigma)\), we have a subgraph \((H',\sigma)\) which is a signed \((2k+6)\)-cycle. Furthermore, by Observation 4.12\[\square\] the list coloring problem on \((H,\sigma)\) can be modified to a list coloring problem on \((H',\sigma)\) where \( L'(u) = C \), \( L'(v_{-1}) \) and \( L'(v_{2k+3}) \) each is a neighbored 5-set, each \( L'(v_i) \), for \( i \in \{0, 2, \ldots, 2k + 2\} \), is a paired 10-set and each \( L'(v_j) \), for \( j \in \{1, 3, \ldots, 2k + 1\} \), is a neighbored 5-set. But then, by Lemma 4.13\[\square\] we do have a coloring of \((H',\sigma)\) with respect to this list assignment \( L' \).

- \( i = -1, j \in I_{3_1} \). Let \( u \) be the common neighbor of \( v_{-1} \) and \( v_j \). Similar to the previous case, we consider the subgraph \((H,\sigma)\) induced by \( v_{-1}, v_0, \ldots, v_j \) and all their 2-neighbors, noting that, by the choice of \( j \) and \( i \), each such 2-neighbor is adjacent to only one vertex in \((H,\sigma)\) and that no two \( 3_0 \)-vertices in \((H,\pi)\) are adjacent. Thus the subgraph \((H',\sigma)\) induced by \( u \) and 3-vertices of \((H,\sigma)\) is a
Case 2: The statement (b) does not hold for $i$ and $j$. The proof technique is quite similar to the previous case with less subcases to consider, so we only give the general idea. The case of $i = -1, j = 2k + 3$ is not possible by Lemma 5.7. In all other subcases, we consider the subgraph $(H, \sigma)$ induced by the vertices $v_0, v_1, v_2, \ldots, v_j$, one of $v_{-1}$ or $v'_0$, $v_1, v_2, \ldots, v_j$, and note that all other 2-neighbors of the vertices in $(H, \sigma)$ are distinct. Furthermore, no pair of $3_v$-vertices in $(H, \sigma)$ are adjacent. Assume that $(G \setminus H, \sigma)$ admits a list-coloring $\phi$ and let $L$ be the associated list assignment on $(H, \sigma)$. As before, we will reduce the $L$-coloring problem of $(H, \sigma)$ to an $L'$-coloring of the cycle $v_0 v_1 \cdots v_j u$ where the lists of $v_0$ and $v_1$ have changed the roles, with all other remaining the same as before. We may then apply Lemma 4.13(2) to complete the proof.

- $i \in I_3, i \geq 2$. By the symmetry of $i = 0$ and $j = 2k + 2$ we may assume $i \in I_3, j \neq 2k + 2$. As in the previous cases, we let $(H, \sigma)$ be the subgraph induced by $v_0, v_1, \ldots, v_j$, one of $v_{-1}$ or $v'_0$ depending on the type of $v_1$, and all the 2-neighbors of already chosen vertices. Let the common 2-neighbor of $v_i$ and $v_j$ be $u$ and note that all other 2-neighbors of the vertices in $(H, \sigma)$ are distinct. Furthermore, no pair of $3_v$-vertices in $(H, \sigma)$ are adjacent. Assume that $(G \setminus H, \sigma)$ admits a list-coloring $\phi$ and let $L$ be the associated list assignment on $(H, \sigma)$. As before, we will reduce the $L$-coloring problem of $(H, \sigma)$ to an $L'$-coloring of the cycle $uv_i v_{i+1} \cdots v_j$ which satisfies the conditions of Lemma 4.13(2). To get $L'$, if $v_1$ is of type 1 we apply Observation 4.4 to $v_1$ from two directions after which we have a paired 4-set of colors available at $v_1$. Then using Lemma 4.1(4), (5), (7) and Observation 4.2, we update the lists of vertices $v_l$ of $P$ with $l \leq i$ such that we have, alternatively, lists of size 6 and 3 until $v_{i-1}$, and $|L'(v_i)| \geq 8$. The case when $v_1$ is of type 2 is quite similar. The only difference is that at the start $v_1$ would a neighbored 3-set rather than a paired 4-set.
and their 2-neighbors. The problem is then reduced to a list coloring problem on \((H, \sigma)\), but as \((H, \sigma)\) has a unique cycle, we may further reduce the problem to list coloring of the cycles. However, in all but one of the cases we may apply Lemma 4.14 (1). In the exceptional case when \(v_0\) is adjacent to \(v_{2k+2}\) and \(v_1\) is adjacent to \(v_{2k+1}\), we consider the 4-cycle \(v_0v_{2k+2}v_{2k+1}v_1\) and let \((H, \sigma)\) be the subgraph induced by this 4-cycle and the two 2-neighbors of \(v_0\) and \(v_{2k+2}\). Then a coloring of \((G \setminus H, \sigma)\) can be extended to \((H, \sigma)\) by Lemma 4.12.

Finally, we prove part \((c)\) of the Lemma: \(v_0\) is not adjacent to \(v_{2k+2}\). Assume to the contrary, \(v_0\) is adjacent to \(v_{2k+2}\). Then \(v_0v_1\cdots v_{2k+2}\) is a cycle. In the above arguments, we have shown that first of all there is no chord in this cycle, secondly, for any two 3-vertices of the cycle, their 2-neighbors are distinct. As before we consider the signed subgraph \((H, \sigma)\) induced by the cycle and its 2-neighbors. Then again a coloring of \((G \setminus H, \sigma)\) can be extended to \((H, \sigma)\) by Lemma 4.14 (1).

\begin{lemma}
The minimum counterexample \((G, \sigma)\) contains no poor path.
\end{lemma}

\begin{proof}
Assume to the contrary and let \(P = v_1 \cdots v_{2k+1}\) be a shortest poor path. Recall that the end vertices of \(P\), \(v_1\) and \(v_{2k+1}\), are of two possible types. Depending on their types, we have either \(v'_0\) or \(v_{-1}\), and similarly, we have either \(v'_{2k+2}\) or \(v_{2k+3}\). Taking these vertices together with \(v_0, v_1, \ldots, v_{2k+2}\) and the 2-neighbors of all the vertices we have taken so far, we consider the induced subgraph and call it \((H, \sigma)\). Observe that by Lemma 5.9 and Lemma 5.10, \(H\) is a tree. By the minimality of \((G, \sigma)\), we have a coloring of \((G \setminus H, \sigma)\) which induces a list assignment \(L\) on the signed tree \((H, \sigma)\).

To complete the proof, having considered \(v_1\) as the root of this tree we will show that \(L^*(v_1) \neq \emptyset\).

If \(k = 0\), then \(H\) is either the graph (a) of Figure 12 or the graph (b) of this figure. In either case, to compute the number of colors forbidden on \(v_0\), we apply Observation 4.4 to the \(v_{-1}\)-branch and Observation 4.2 to the 2-vertex branch, concluding that \(L^*(v_0)\) contains a paired 6-set. Thus, by Lemma 4.14 (7), the \(v_0\)-branch will forbid at most a pair of colors from \(L(v_1)\). If we have the case (a) of the figure, then each of \(v_2\) and \(v'_2\), by Observation 4.4 will forbid at most two pairs from \(L(v_1)\). Altogether we have at most five pairs. Thus in all cases \(L^*(v_1)\) contains at least one pair of colors. If we have the case (b) of the figure, then by the symmetry of \(v_0\) and \(v_2\) we have at most a pair forbidden from \(L(v_1)\) by \(v_2\). In this case, \(L(v_1)\) is a neighbored 5-set, thus \(L^*(v_1)\) still contains at least one element.

For \(k \geq 1\), depending on the type of \(v_{2k+1}\) and just as in the previous case, \(L^*(v_{2k+1})\) contains either a paired 4-set or a neighbored 3-set. Then, by Observation 4.2 and Lemma 4.14 (5) or (4), \(L^*(v_{2k})\) contains a paired 6-set, which in turn implies that \(L^*(v_{2k-1})\) is a neighbored 3-set. Repeating this process, \(L^*(v_2)\) contains a paired 6-set, thus from this branch of the tree at most one pair of colors will be forbidden on \(v_1\). Now if \(v_1\) is of type 1, then the branches corresponding to \(v_0\) and \(v'_0\) each may forbid at most two pairs of colors, and since \(L(v_1) = C\), we still have a pair of available colors.
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for \( v_1 \). If \( v_1 \) is of type 2, then the \( v_0 \)-branch forbids only one pair, and since \( L(v_1) \) is a neighbored 5-set, we still have a color available at \( v_1 \).

### 5.2 Discharging Method

Recall that \((G, \sigma)\) is a minimum counterexample to Theorem 2.6. A 3\(^-\)subgraph of \( G \) is a connected component \( H \) of the subgraph induced by the set of 3-vertices and 2-vertices of \( G \). Given a 3\(^-\)subgraph \( H \), let \( n_0(H) \) be the number of vertices of \( H \) which are 3\(_0\)-vertices in \( G \) and let \( n_1(H) \) be the number of 3\(_1\)-vertices of \( G \) that are of degree 3 in \( H \), i.e., the number of vertices in \( H \) each of which has one 2-neighbor and two 3-neighbors.

**Lemma 5.12.** In any 3\(^-\)subgraph \( H \) of \( G \), \( n_0(H) \geq n_1(H) \).

**Proof.** Our proof is by discharging technique. We assign an initial charge of 1 to all vertices in \( H \) that are 3\(_0\)-vertices of \( G \) and a charge of 0 to all other vertices of \( H \). We will introduce discharging rules and prove that, upon applying these rules, each vertex in \( H \) which is a 3\(_1\)-vertex of \( G \) receives a total charge of \( \frac{1}{2} \) while no 3\(_0\)-vertex of \( G \) in \( H \) loses more than \( \frac{1}{2} \). That would prove our claim. The discharging rules we use are as follows.

**Rule 1** Given a 3\(_0\)-vertex \( v_1 \) of \( G \), assume there exists a unique path \( P = v_1 \cdots v_{2k+1} \), \( k \geq 0 \), satisfying that first of all for every odd value of \( i \), the vertex \( v_i \) is a 3\(_0\)-vertex of \( G \) and for every even value of \( i \), the vertex \( v_i \) is a 3\(_1\)-vertex of \( G \). Secondly one of the following cases holds:

1. \( (\alpha) \) \( k \geq 1 \) and \( v_{2k+1} \) has two other neighbors that are 3\(_1\)-vertices of \( G \);
2. \( (\beta) \) \( v_{2k+1} \) has one 3\(_1\)-neighbor \( v_{2k+2} \) which itself has a 3\(_1\)-neighbor in \( G \).

In all cases \( v_1 \) gives a charge of \( \frac{1}{2} \) to \( v_2 \).

**Rule 2** Each 3\(_1\)-vertex of \( G \) which is of degree 3 in \( H \) and is of charge 0 after Rule 1, receives a charge of \( \frac{1}{4} \) from each of its 3\(_0\)-neighbor.

First observe that a 3\(_1\)-vertex \( x \) of \( G \) which is of degree 3 in \( H \), by Lemma 5.7, has at least one 3\(_0\)-neighbor say \( y \). If the other 3-neighbor \( z \) of \( x \) is a 3\(_1\)-vertex, then \( P = y \) is a path described in Rule 1(\( \beta \)) where \( k = 0 \) and \( x = v_2 \), moreover, this is unique such a path as any other such path \( P' \) together with \( P \) will form a poor path, contradicting Lemma 5.11. Therefore, by Rule 1, \( x \) will receive a charge of \( \frac{1}{2} \) from \( y \). If \( z \) is also a 3\(_0\)-vertex, then either it receives a charge of \( \frac{1}{2} \) from one of \( y \) or \( z \) when applying Rule 1, or it will receive a charge of \( \frac{1}{4} \) from each of them, thus in all cases it will have a final charge of \( \frac{1}{2} \).

It remains to show that no 3\(_0\)-vertex of \( G \) in \( H \) will lose more than \( \frac{1}{2} \) from its charge. Since \( G \) has no poor path and Rule 1 can only apply if there is a unique path \( P \), it may only apply in one direction on a given 3\(_0\)-vertex. Thus Rule 1, on its own, will take a charge of at most \( \frac{1}{2} \) from a 3\(_0\)-vertex.
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Next we consider a $3_0$-vertex $u$ which has three $3_1$-neighbors $u_1$, $u_2$, and $u_3$ each of which is a 3-vertex of $H$. Let $u_1'$, $u_2'$, and $u_3'$ be the neighbors of $u_1$, $u_2$, and $u_3$, respectively, which are not $u$ and not 2-vertices. Thus each of them has to be a $3_0$-vertex of $G$ as otherwise we have a poor path with $k = 0$. First we assume that $u_1'u_1uu_2'u_2$ is a part of a cycle where vertices are alternatively $3_0$-vertices and $3_1$-vertices of $G$. We claim that in this case $u_3'u_3u$ is the unique path $P$ satisfying the conditions of Rule 1. Otherwise, a second path $P'$ starting at $u_3'$ exists. If $P'$ has no common vertex with $P$, then $P$ and $P'$ together form a poor path, contradicting Lemma 5.11. Else $P'$ must intersect the cycle to reach $u$, in which case the common part of $P'$ and the cycle form a poor path. Thus $u_3$ receives a charge of $\frac{1}{2}$ from $u_3'$ by Rule 1. When applying Rule 2, $u$ loses only a total charge of $\frac{1}{2}$. When there is no such a cycle, then each of $u_i'u_iu$, $i \in \{1, 2, 3\}$, is a path satisfying the conditions of Rule 1 with $k = 1$, and, furthermore, each of them satisfies the condition of being unique, as otherwise we will have a poor path. Thus $u$ will lose no charge in this case.

It remains to show that if a $3_0$-vertex $u$ has given a charge of $\frac{1}{2}$ to a $3_1$-neighbor $u_1$ by Rule 1, then $u$ will not lose any charge by Rule 2. Let $u_2$ be another $3_1$-neighbor of $u$ which is a 3-vertex of $H$. Let $u_2'$ be the other neighbor of $u_2$ which is not a 2-vertex. We claim that $u_2'$ is a $3_0$-vertex. Otherwise, together with the path $P$ (of Rule 1) we have a poor path. Then, by adding $u_2'$ and $u_2$ to $P$, we get a unique path satisfying the conditions of Rule 1, therefore $u_2'$ must have given a charge of $\frac{1}{2}$ to $u_2$ and, hence, $u_2$ does not take any charge when applying Rule 2.

We are now ready to prove Theorem 5.1.

**Proof.** (of Theorem 5.1.) By discharging technique, the initial charge assigned to each vertex $v$ is:

$$c(v) = d(v) - \frac{14}{5}.$$  

Since we have assumed that the average degree of $G$ is strictly less than $\frac{14}{5}$, the total charge is a negative value. However, after applying the discharging rule introduced next, we will partition the vertex set so that on each part the sum of final charges is positive. This will be in contradiction with the total charge being negative and complete the proof of the theorem. The discharging rule is as follow:

**Discharging rule:** A $4^+$-vertex gives a charge of $\frac{2}{5}$ to each of its 2-neighbors and a charge of $\frac{1}{5}$ to each of its $3_1$-neighbors.

Let $c^*(v)$ be the final charge of the vertex $v$ after the discharging. It is immediate that if $d(v) \geq 5$, then $c^*(v) \geq \frac{1}{5}$. For a 4-vertex $v$, it follows from Lemma 5.3 and Lemma 5.4 that $c^*(v) \geq 0$. To complete the proof, we show that the total charges on each connected component of the $3^-$-subgraph of $G$ is non-negative.

Let $H$ be such a component. If $H$ has no vertex which is a 2-vertex in $G$, then all vertices have positive charges. Let $v$ be a 2-vertex of $G$ in $H$. Observe that if $H$ consists of only $v$, then both its neighbors are $4^+$-vertices and $c^*(v) = 0$. Otherwise, either
$c^\ast(v) = -\frac{2}{5}$ or $c^\ast(v) = -\frac{4}{5}$. For the former to be the case, one of the neighbors of $v$ must be a $4^+$-vertex of $G$, thus $v$ has a unique neighbor in $H$. For the latter to be the case, both neighbors of $v$ must be $3$-vertices and thus $v$ has two neighbors in $H$. Let $l$ be the number of $2$-vertices of $G$ in $H$ each of which has a final charge of $-\frac{2}{5}$ and let $k$ be the number of $2$-vertices of $G$ in $H$ that each has a final charge of $-\frac{4}{5}$. By Lemma 5.3, the neighbors of these $2$-vertices are $l + 2k$ distinct $3_1$-vertices of $G$ in $H$. Of these $l + 2k$ vertices in $H$, suppose $p$ of them are of degree $3$ in $H$, and that the rest are either of degree $2$ or $1$, the latter being possible only when $H$ is just an edge. Observe that each of $3$-vertices of $G$ with at most two neighbors in $H$ has a third neighbor that is necessarily a $4^+$-vertex of $G$, and, therefore, such a vertex has a charge of at least $\frac{2}{5}$. For the $p$ vertices that are $3_1$-vertices of $G$ in $H$, by Lemma 5.12, there must be at least $p$ other vertices in $H$ that are $3_0$-vertices of $G$. As each of these vertices has a charge of $\frac{1}{5}$, the overall charge in the connected component $H$ of the $3^-$-subgraph of $G$ is non-negative, proving our claim.

\section{Mapping signed graphs to $(K_{2k}, M)$}

In this section we show that if $G$ is a (simple) graph whose maximum average degree is strictly less than $3$, then for any signature $\sigma$, $(G, \sigma)$ admits a homomorphism to $(K_8, M)$ and, hence, $(G, \sigma) \rightarrow (K_{2k}, M)$ for any $k \geq 4$. The proof is quite easy in this case. In the next section, we will see that this condition is not only the best possible for $(K_8, M)$ but that it cannot be improved for $(K_{2k}, M)$, $k \geq 4$, either. As in the previous case to prove our claim we will work with $\text{DSG}(K_8, M)$.

\textbf{Theorem 6.1.} Every signed graph of maximum average degree less than $3$ admits an edge-sign preserving homomorphism to $\text{DSG}(K_8, M)$. Moreover, the bound $3$ is the best possible.

To prove Theorem 6.1, we assume that $(G, \sigma)$ is a minimum counterexample which does not admit an edge-sign preserving homomorphism to $\text{DSG}(K_8, M)$. First we study the properties of a list homomorphism of a signed rooted tree to $\text{DSG}(K_8, M)$.

\textbf{Lemma 6.2.} Let $xy$ be a signed edge and let $L$ be its $\text{DSG}(K_8, M)$-list assignment. Then the following statements hold:

1. If $|L^a(x)| = 1$, then $F_x(y)$ is a paired $9$-set.

2. If $L^a(x)$ contains either a neighbored $5$-set or a one-sided $6$-set, then $F_x(y)$ is a paired set of size at most $2$.

\textbf{Corollary 6.3.} Let $(P_3, \sigma)$ be a signed path $xvy$ and let $L$ be a $\text{DSG}(K_8, M)$-list assignment of $(P_3, \sigma)$ with $L(v) = C$, $L(x) = \{c_x\}$ and $L(y) = \{c_y\}$. Then $C \setminus (F_x(v) \cup F_y(v))$ contains two colors which are in different layers unless one of the following conditions holds:
(1) \(c_x\) and \(c_y\) are in the same layer but on different sides, and \(P_3\) is a positive path;

(2) \(c_x\) and \(c_y\) are in the same layer and on the same side, and \(P_3\) is a negative path.

We note that in the two special cases \((P_3, \sigma)\) admits no \(L\)-coloring.

Next we list a set of forbidden configurations in the minimum counterexample \((G, \sigma)\).

**Lemma 6.4.** The signed graph \((G, \sigma)\) does not contain the following types of vertices:

- 1-vertex,
- 2-vertex,
- 3-vertex,
- 4-vertex, and
- 5-vertex.

**Proof.** We only prove the case of a 3-vertex, the remaining cases being almost direct corollary of the Lemma 6.2. Suppose to the contrary that \(v\) is a 3-vertex in \(G\). Let \(u\) be the 2-neighbor of \(v\), let \(v_1, v_2\) be the other two neighbors of \(v\), and let \(u_1\) be the second neighbor of \(u\), see Figure 13. Let \(G'\) be the graph obtained from \(G\) by removing \(u\) and let \(H\) be the subgraph induced by \(\{u, v\}\). By the minimality of \((G, \sigma)\), there is an edge-sign preserving homomorphism \(\phi\) of \((G', \sigma)\) to \(DSG(K_8, M)\). Since \(\phi(v)\) exists, the two exceptions of Corollary 6.3 cannot be the case here and, therefore, \(C \setminus (F_{v_1}(v) \cup F_{v_2}(v))\) contains two colors which are in different layers. Let \(\phi'\) be the restriction of \(\phi\) on \((G \setminus H, \sigma)\) and let \(L\) be an associated list assignment of \((H, \sigma)\). Now we shall show that \((H, \sigma)\) is \(L\)-colorable, where \(L(u) = C \setminus F_{u_1}(u)\) is a neighbored 7-set, \(L(v) = C \setminus (F_{v_1}(v) \cup F_{v_2}(v))\). By Lemma 6.2 (2), \(F_{u}(v)\) is a paired 2-set, thus \(L^a(v) = L(v) \setminus F_{u}(v) \neq \emptyset\), a contradiction. □

**Proof.** (of Theorem 6.1.) By discharging method, we assign an initial charge of

\[c(v) = d(v) - 3\]

at each vertex \(v\) of \((G, \sigma)\). Then by the assumption on the average degree we have \(\sum_{v \in V(G)} c(v) < 0\). We apply only the following discharging rule:

**Discharging rule** Every 2-vertex receives \(\frac{1}{2}\) from each of its two neighbors.

It is straightforward to check that all vertices have non-negative charges after applying this rule, a contradiction with the fact that the total charge is a negative value. □
7 Tightness and planarity

In this section, we first give several examples to show the tightness of our theorems. We note that our examples are, in particular, signed planar graphs. This implies that the conditions of the no-homomorphism lemma are not sufficient for mapping signed planar graph to \((K_{3,3}, M)\), \((K_6, M)\) and \((K_8, M)\) while it is sufficient for some other signed graphs such as \((K_4, M)\) and \((K_{4,4}, M)\). We then apply our results to planar graphs with further structural conditions, and propose further direction of study.

7.1 Tightness and examples

The first example, given in Figure 14, shows the bound of \(\frac{14}{5}\) in Theorem 2.6 is sharp.

\[ \text{Figure 14: mad}(G, \sigma) = \frac{14}{5} \]

\[ \text{Figure 15: A signed graph does not map to } (K_{3,3}, M) \]

Proposition 7.1. There exists a signed graph with maximum average degree \(\frac{14}{5}\) which does not admit a homomorphism to \((K_6, M)\).

Proof. The signed graph of Figure 14 is an example of a signed graph of maximum average degree \(\frac{14}{5}\) and we shall show that it admits no homomorphism to \((K_6, M)\). Suppose to the contrary that \((G, \sigma)\) admits a homomorphism to \((K_6, M)\) (labeled as in Figure 14a). By Theorem 1.5 there exists a switching-equivalent signature \(\sigma'\) such that \((G, \sigma')\) admits an edge-sign preserving homomorphism to \((K_6, M)\). Observe that a positive triangle with two negative edges does not admit an edge-sign preserving homomorphism to \((K_6, M)\). Thus considering the triangles \(uvw\) and \(uvx\), all their edges must be positive under \(\sigma'\). Hence, only one of \(xy\) or \(yw\) is negative. Considering the symmetry of \(xy\) and \(yw\), we may assume \(\sigma'\) is the signature given in the figure. By symmetries of \((K_6, M)\), we may assume \(xy\) is mapped to 12. Then none of the other three vertices can be mapped to 1 or 2. But then there is no positive triangle induced by \(\{3, 4, 5, 6\}\) to map them to.

With regard to mapping signed bipartite planar graphs to \((K_{3,3}, M)\) and \((K_{4,4}, M)\), the existence of a (simple) signed bipartite planar graph all whose mappings to \((K_{4,4}, M)\) are onto, is followed from a general construction of [18]. However, in this special case, we have a smaller example, depicted in Figure 15. It should be noted that this example is the 3-dimensional cube with a signature such that all 4-cycles are negative.
Proposition 7.2. The signed cube of Figure 15 is the smallest signed bipartite planar graph whose homomorphisms to $(K_{4,4}, M)$ are all surjective.

Proof. That is because any pair of vertices in the same part belongs to a negative 4-cycle, and thus identifying any such pair would create a negative 2-cycle. Thus, in particular, this is an example of a signed bipartite planar 3-regular graph which does not map to $(K_{3,3}, M)$.

Finally, noting that Theorem 6.1 implies that any signed graph of maximum average degree less than 3 maps to $(K_{2k}, M)$ for $k \geq 4$, we show that the conditions of maximum average degree cannot be improved for any value of $k$. Our examples, depicted in Figure 16, are built from a negative cycle on each of whose edge we build a positive triangle.

![Figure 16: A tight example $(G, \sigma)$](image)

Proposition 7.3. The signed graph $(G_l, \sigma)$, built from a negative $l$-cycle by adding a positive triangle on each edge, does not map to $(K_{2k}, M)$.

Proof. The proof is based on the fact that $(K_{2k}, M)$ (for any given $k$) has no triangle with two negative edges. Suppose to the contrary that there exists a homomorphism of $(G_l, \sigma)$ to $(K_{2k}, M)$. Then, by Theorem 1.5, there exists a switching-equivalent signature $\sigma'$ and an edge-sign preserving homomorphism of $(G_l, \sigma')$ to $(K_{2k}, M)$. But then at least one edge of the negative $l$-cycle is assigned a negative sign by $\sigma'$ and then the triangle on this edge has two negative edges.

Observe that $(G_l, \sigma)$ is a signed planar graph that satisfies the conditions of no-homomorphism lemma with respect to $(K_{2k}, M)$. We note that mapping signed bipartite planar graphs to $(K_8, M)$ is equivalent to mapping them to $(K_{4,4}, M)$, and that mapping to the latter is a strengthening of the 4-color theorem as stated in Theorem 2.3. Thus we would like to raise the following question:

Problem 7.4. For which triple $(g_{01}, g_{10}, g_{11})$, the condition of $g_{ij}(G, \sigma) \geq g_{ij}$, for $ij \in \{01, 10, 11\}$, would imply a mapping of signed planar graph $(G, \sigma)$ to $(K_8, M)$?
7.2 Application to planar graphs

Applying Euler’s formula to planar graphs, one concludes that any planar graph of girth at least 7 has an average degree strictly smaller than $\frac{14}{5}$, and, since the girth condition is a hereditary property, the same holds for the maximum average degree. Thus we have:

**Corollary 7.5.** If $G$ is a planar graph of girth at least 7, then for every signature $\sigma$, $(G, \sigma)$ admits a homomorphism to $(K_6, M)$.

We do not know if 7 is the best possible girth condition in this result. On the other hand, the following restatement of Grötzsch’s theorem suggests a different approach.

**Theorem 7.6** (Grötzsch’s theorem restated). Given a triangle-free planar graph $G$, the signed bipartite (planar) graph $S(G)$ maps to $(K_6, M)$.

In this reformulation, $S(G)$ contains negative 4-cycles, but it has no 6-cycle. Furthermore, if $G$ is assumed to be of girth 5, then $S(G)$ will contain no 8-cycle either. This calls for a study in the line of Steinberg’s conjecture [22] who proposed that planar graphs with no cycle of length 4, 5, 6 are 3-colorable. The conjecture has recently been disproved in [7]. However, some supporting results have been proved earlier, most notably one being the result of [3] which shows if cycles of length 4, 5, 6, 7 are not subgraphs of a planar graph $G$, then $G$ is 3-colorable.

Thus it is natural to ask:

**Problem 7.7.** What is the smallest value of $k$, $k \geq 3$, such that every signed bipartite planar graph with no 4-cycles sharing an edge and no cycles of length 6, 8, ..., $2k$, admits a homomorphism to $(K_6, M)$ (or equivalently to $(K_{3,3}, M)$)?

That such a $k$ exists follows from Theorem 2.6. Indeed for $k \geq 14$ such a planar graph, by Euler’s formula, will have maximum average degree strictly smaller than $\frac{14}{5}$. If $k = 4$ works, then this would be a strengthening of Grötzsch’s theorem.

It follows from a result of [20] (based on the 4-color theorem), that any signed bipartite planar graph of negative girth at least 6 admits a homomorphism to $(K_6, M)$.

For further study on this direction we refer to a recent work of [12]. In this work replacing 3-coloring problem with homomorphism (of graphs) to $C_{2k+1}$, authors consider the question of when forbidding cycles of length 1, 2, ..., $2k$, $2k + 2$, ..., $f(k)$ and planarity imply a mapping to $C_{2k+1}$. They conclude that this is only possible when $2k + 1$ is a prime number. An analogous question is to ask the same for negative even cycles when signed bipartite planar graphs are considered.

![Figure 17: A signed multi-graph $(D, \pi)$ on two vertices](image-url)
Finally we note that, if in place of \((K_6, M)\), we consider homomorphism targets that are allowed to have loops or parallel edge (of different signs), then it is a restatement of the result of [15] that every signed planar graph of girth at least 5 admits a homomorphism to the signed graph \((D, \pi)\) of Figure 17. One may ask what other conditions on signed planar graphs would permit a homomorphism to \((D, \pi)\). For some other candidates of high interest as homomorphism targets, specially considering planar signed graphs, we refer to [1].

8 Connection to circular colorings of signed graphs

Some of our results in this work can be expressed better using the notion of circular chromatic numbers of signed graphs, recently introduced in [21]. A circular \(r\)-coloring of a signed graph \((G, \sigma)\) is an assignment \(\varphi\) of points of a circle \(C\) of circumference \(r\) to the vertices of \(G\) such that if \(xy\) is a positive edge of \((G, \sigma)\), then \(d_C(\varphi(x), \varphi(y)) \geq 1\) and if \(xy\) is a negative edge, then \(d_C(\varphi(x), \varphi(y)) \leq \frac{r}{2} - 1\). The smallest rational number for which \((G, \sigma)\) admits a circular \(r\)-coloring is the circular chromatic number of \((G, \sigma)\), denoted \(\chi_c(G, \sigma)\). The notion was introduced and developed in [21], where it is shown to be a refinement of the notion of 0-free coloring of signed graphs defined by Zaslavsky in 1982 [24]. The concept of 0-free coloring of signed graphs has become a focus of study since the publication [15], with special attention on the coloring of signed planar graphs.

The importance of the study of the circular chromatic number of signed bipartite planar graphs, especially in relation with the 4-color theorem, is presented in [13]. On the other hand, when restricted to the class of signed bipartite graphs, circular bipartite cliques are determined in [20]. A special case, which has been the focus of this work can be stated as follows:

**Proposition 8.1.** [20] A signed bipartite graph \((G, \sigma)\) satisfies \(\chi_c(G, \sigma) \leq 3\) if and only if \((G, \sigma) \rightarrow (K_{3,3}, M)\).

Thus as a corollary of our work we have:

**Corollary 8.2.** Any signed (simple) bipartite graph \((G, \sigma)\) with \(\text{mad}(G) < \frac{14}{5}\) satisfies \(\chi_c(G, \sigma) \leq 3\).

The condition of \((G, \sigma)\) being bipartite in this corollary can in fact be dropped. One may easily show that \(\chi_c(K_6, M) = 3\). While there are signed graphs of circular chromatic number 3 which do not map to \((K_6, M)\), since the circular chromatic number cannot be decreased by homomorphisms, we have that any signed graph that maps to \((K_6, M)\) admits a circular 3-coloring. Thus we have the following two corollaries of our work.

**Corollary 8.3.** Any signed (simple) graph \((G, \sigma)\) with \(\text{mad}(G) < \frac{14}{5}\) satisfies \(\chi_c(G, \sigma) \leq 3\).

**Corollary 8.4.** Any signed planar graph \((G, \sigma)\) of girth at least 7 satisfies \(\chi_c(G, \sigma) \leq 3\).
Finally, we note that, while determining if a signed bipartite planar graph maps to $(K_{3,3}, M)$ contains the classic question of 3-colorability of planar graphs and, thus, is an NP-complete problem, finding sufficient conditions under which this would be the case, is strongly related to one of the most popular results in graph coloring, namely the Grötzsch theorem. For further results and some suggestions in this direction, we refer to [20].
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